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AT1To TOV EOVIKO OTOV HETO-£0VIKO AGYOo: AvAAuon

OeOOouEVWV ATTO HOBNTIKA YPATTTA HETAVOACTWY KAl

TTPOTACEIS YAWOOIKAG TTOAITIKG OTO TTAQICI0 TG
KPITIKG YAWOOIKAG eKTTaidsuong’

ApyUpng Apxdkng
MavemoTAuio Marpwv
archakis@upatras.gr

ABSTRACT

Placing our study in the theoretical framework of Critical Discourse Analysis (CDA), we attempt
to investigate the construction of linguistic identities of students of Albanian origin in Greece. Our
data come from lyceum immigrant students’ essays which refer to their migration experiences
(Archakis 2014, 2016, 2018). By taking into consideration the results of our analysis as well as the
goals of teaching Greek to immigrant populations in Greece, we present a general framework of
proposals regarding a language policy away from the directives of the national discourse.

We begin by discussing two ‘competitive’ discourses, the national, homogenizing one and the
post-national, deconstructing one (Blommaert and Rampton 2011), and the way they influence the
construction of immigrant students’ linguistic identities. For the systematic investigation of these
identities, we employ the membership categorization device introduced by Sacks (1992).

We observe that the students in our data employ the category immigrant people to which they
assign four bound predicates represented in juxtaposition with the category majority people and,
more specifically, with its bound predicate knowledge of majority language. Our findings confirm the
dominance of the national, homogenizing discourse and the limited presence of a post-national,
deconstructing one that would allow some space and raison d’étre for the Albanian language.

Taking into consideration the findings of our analysis and reconsidering the goals of teaching
Greek as a second/foreign language to immigrant populations in Greece, we put forward some
proposals about language policy. Our proposals are based on the premise that, within critical
language education, the main goal is expected to be the delegitimation of the unfair dominance of
monolingualism and monoculturalism on bilingual and multilingual immigrant students (see Piller
2016). To this end, and drawing on post-national discourse, we attempt to elaborate on core
concepts such as language, language-teaching standards and intercultural education.

Key Words: Critical Discourse Analysis, linguistic identities, language education
1. EIZArQrH

H peAéTn pag KiveiTal, apXIkd, oTo TTAQiIOI0 TNG KPITIKAG avaAuong Tou Adyou Kai digpeuvd Thv
0IKOdOUNON YAWOOIKWY TAUTOTATWY ATTO PHETAVAOTEG PaBNTEG aABAVIKAG KaTaywyng otnv EANGSa.
To UAIKO pag atroTeAeiTal atmd €KOECEIG HETAVAOTWY PABNTWYV TTOU @QOITOUV OTO €AANVIKO AUKEIO.
Baoiléuevol o1a TTOpicpaTa TNG avaAuong Pag Kal eyeipoviag To CATNUA TNG dI0ACKAAIAG TNG
EANVIKNG O¢ PETaVAOTEG pabnTtég otnv EANGSA, avalntoupe, oTn OuvéXela, éva YEVIKO TTAQicIO
KPITIKNG YAWOOIKAG eKTTAI®EUONG KAl YAWOOIKNAG TTONITIKNAG aTTaAAayPévo atro TIG €TTIBOAEG TOu
€Ovikou Adyovu.

2. OEQPHTIKO MAAIZIO: KPITIKH ANAAYZH TOY AOIOY KAI TAQZZIKEZ TAYTOTHTEZ

H kpimikrj avdAuon Tou Adyou €XEl OTO ETTIKEVTPO TNG TN MEAETN TNG avaTTapaywyrg, HEOw Tou
AGYOU, KOIVWVIKWYV QVICOTATWY, OTIG OTroieg TrepIAapBAavovTal YAWOOIKEG aviooTnTeEG METALU
TTAEIOVOTIKWYV KOl UETAVACTEUTIKWY ONAdwYV. lNa 1o oKoTrd autd dlEPEUVA Tn OXECN TOU HAKPO-
emTEdOU, TO OTIOI0 aPOPA Toug Kupiapxoug Adyoug (discourses) (KOIVwVIKOUG, YAwOOIKOUG,

! @epuéc cuxaploTieg o@sidw OTIC GUVAdEAQOUS pou B. Todkwva, A. Stduou, M. KovdUAn kai atov A.
APOUKOTTOUAO YIa TIG EUCTOXEG Kal BIEIGOUTIKEG TTAPATNPNOTEIG TOUG GTO dpBpo auTo.



EKTTAIOEUTIKOUG K.4.), ME TO MIKPO-ETTITTEDO, OTO OTTOI0 CUYKATAAEYOVTAI Ol TTOIKIAEG (YAWOOIKEG,
ETTIKOIVWVIOKEG, ONUEIOAOYIKEG) TOTTOBETACEIS TWV ATOUWY TTPOG TOUG AOYOUG TOU PAKPO-ETTITTESOU
(van Dijk 2008: 85-89). ZnTouuevo, pe Ta Adyia Tng MauAidou (1999: 201), cival n «BIAAEKTIKF) oxEon
METAEU HOKPOBOMWY KAl MIKPOSOPWY, KOIVWVIAG Kal SIETTIOpaoNnG, YAWooag Kal opIAiag, BEGUIKAG Kal
OIETIOPACTIKAG £CoUTiagy.

H évvoia Tou Adyou (discourse) —trpogpxouevn atmd tnv mapddoon Tou Foucault— éxel dexOei
TTOIKIAOUG TTPOCBIOPICHOUG. MTTOPOUNE OF YEVIKEG YPAUMES va TTOUME OTI ava@EéPETal OE EIDIKEG
onpaciakég ox€oelg BACEl TV OTTOIWV ETTITUYXAVOVTAI, UTTO CUYKEKPIUEVN OTTTIKY, AVATTOPACTACEIG
NG TTpaypatikOTNTAaG (BA. Jergensen and Phillips 2002: 143 Xtdpou 2014: 159). Avagépetal dnAadn
«o€ OIAQOPETIKOUG TPOTTOUG OOUNONG YVWOTIKWY TTEPIOXWY KAl KOIVWVIKWY TTPOKTIKWY» (BA.
Fairclough 1992: 3).

210 TTAQiocl0 autd, BewpoUpe OTI OI PETAVAOTEG POBNTEG TOU UAIKOU pAG, ME TIG TTOIKIAEG
YAWOOIKEG KAl ETTIKOIVWVIAKEG ETTIAOYEG TOUG, KATOBETOUV OTA YPATTTA TOUG TIG TOTTOBETHOEIG TOUG O€
oxéon Mde dld@opa CnTAMATA TA OToi0 PBPIiOKOVTAlI O KOIVWVIKI KUKAogopia. Méow Twv
TOTTOBETACEWY QUTWV KATAOKEUAZOUV TNV TAUTOTNTA TTOU BEAOUV va TTPORAAOUV OTN CUYKEKPIUEVN
emKoIvwviakr TrepioTaon (Bucholtz and Hall 2005), dnAadh katd Tn ouyypa@ry €kBECEWV OTO
oXoAgio. Oswpoupe, W’ GAAa Adyia, OTI N TAUTOTNTA OEV €ival €va GUVOAO OTATIKWY KAl TTAYIWUEVWV
EOWTEPIKWYV XOAPOKTNPIOTIKWY TwV aTOUwWY, aAAd €va ETTITEUYMA ETTIAOYWYV O €va I0XUPO TTAQiCIO
empBoAwyv kai Trepiopiopwyv (BA. Archakis and Tsakona 2012).

To €10IKOTEPO EVOIOPEPOV TNG HEAETNG UAG TTEPIOTPEPETAI YUPW ATTO TOV TPOTTO OIKODOPNONG
TWV YAWOTIKWY TAUTOTATWY TWV PETAVAOTWY PadnTwy, dnAadn yupw atrd TIG TOTTOBETNOEIG TOUG O€
OX£0N ME Ta YAWOOIKA TTPOTUTTA KAl TTPOCTAYHATA TTOU ouvattoTeAoUV Toug Adyoug (discourses)
yia TN YAwooa. Oa digpguvicoupe dU0 ‘avTaywvioTIKOUG AOYOUG: TOV £BVIKG, OPOYEVOTTIOINTIKG Kal
TOV PETA-€0VIKG, atTodouNTIKG KAl TIG BE€0€EIG TOUG OXETIKA UE TRV OpYAVWON Kal TV avatTapdoTaon
TNG YAWOOIKAG TTPAyPaTIKOTNTAG. Oa avadeioulE TIG TOTTOBETACEIG TWV HETAVACTWY JaBNTWVY TTPOG
TIG YAWOOIKEG TTAPAPETPOUG TWV dUO aUTWV AOYWV, SIOTTIOTWVOVTAG £TOI1 TIG YAWOOIKEG TAUTOTNTEG
TTOU TTPOKPIVOUV.

MNa Tov EVIOTTIONO TWV YAWOOIKWY TAUTOTHTWY TTOU KATAOKEUAZOUV O HaBnTEG TOU UAIKOU
pag, n avaAuon pag Ba BaoioTei oTnv €BvopeBodoAoyIKA TTPOCEYYIoN TNG TAUTOTNTAG Kal, EIDIKOTEPQ,
oTnVv £vvola TOU unxaviouou Karnyoplotroinang péAoug (membership categorization devices) (Sacks
1992- Makpn-Toihirédkou 2014). Ev cuvTopia, YtTopoUpe va ava@EéPoupEe OTI Ol JNXAVIOHUOI auToi
TTPOOdIOPICOVTAl KOIVWVIOTTONITIOHIKA KAl CUPTTEPIAOUBAVOUV KATNYOPIEG HEAWV. T.X. O uNXAVIOPOG
Katnyoplotroinong erayyeAuarics TePINAPPBAVEI TIG KATNYOPIEG TWV YIATOWYV, OIKNYOPWYV, UNXAVIKWV
KATT. Me kaBepid atrd TIG KATNyopieg auTég sival TTpoadepéva didgopa Katnyopruata, dnAadn €1dIkd
XOPAKTNPIOTIKA, CUUTTEPIPOPEG KAl dpacTNPIOTNTEG. T.X. oI yiaTpoi Bepatrelouv appwaoToug, Ol
SIKNYOPOI EKTTPOCWTTOUV TOUG TTOAITEG OTa SIKACTAPIA, Ol UNXAVIKOi KATAOKEUAZOUV OIKOSOMEG KATT.?

AG ouvexiooupe WG TN BewpnTiKA Pag oulnTnon HE €IBIKOTEPEG TTAPATNPNOEIG VIO TO
MOKPO-ETTITIE®0 KAl TOUG BUO ‘avTaywVvIOTIKOUG AGYOUG.

3. EONIKOZ OMOIENOIOIHTIKOZ AOIoz

O £BVIKOG OPOYEVOTIOINTIKOG AOYOG, HE KOTABOAEG OTO YEPUAVIKO POUAVTIONO,? ETIBILKEI VO
oploBeTroel TO €BvOg Kal va TO TTApousIdoel wg Jia KaBaprh ovidTnTa, HE ECWTEPIKN (YAWOOIKA Kal
TTOMITIOMIKN) cuvoXH, N oTToia ekTeiveTal oTa £da@Ikd opia evog Kpdtoug (BA. Mooyovdg 2005: 308-
Blommaert 2006).* Ta Ta SUTIKA €0vn KPATN-TTPATUTIA, KEVTPIKEC TTAPOSOXEC OTTOTEAOUV N
KaBapdTnTa Kal N atmoQuyn TG YAWOOIKAG Kal TTOMITIONIKAG TTOoIKIAOPop@iag. O1 TTapadoxég auTég
€dpAIVOVTAI JE TNV AVATITUEN TOU EVTUTTOU KaTTITaAIoPOU (print capitalism), o omoiog cupBdaAAovTag

2 0Omwg euatoxa smonuaivel n Makpi-Tolhimmakou (2014: 40), o TPOTIOG KATNYOPIOTIoINONG «OEv OTTOTEAE
AVOYKAOTIKA QUTOMATIONO, OAAG pHAANOV eTTITEUYUA, KABWG Ta TTPOCWTTA UTTOPEI va uTTaxBouv o€ pia ogipd
atmd KATNyopieg, e TTPOadean OIAPOPETIKWY KABE Qopd KATNyopnuUATWwyY —Ta OTTOia UTTOPEI VA AVAKOUV O€
TTEPICTOTEPEG ATTO Wia KATNYOPIEG—, KAl Ol KATnyopieg PTTOpEi va uttaxBolv o€ pia ogipd atmd opoTagieg,
YEYOVOG TTOU Onpaivel eKAOTOTE OUYKEKPIYEVN €TTIAOYA, N OTToia Kal TTPETTEl va €ival €UegnynTn wg
opBR/KAaTtAAANAN yIa TN CUYKEKPIYEVN TTEPICTAC Y.

3 EidIkOTEPQ, VIO TOV TPOTIO WE TOV OTToio N GUvBson Tou opBoAoyiouoU Tou Locke Ue TOV POPAVTICUO TOU
Herder diapudpowaoe TIG avTIAQWEIS yia TIG €BVIKEG TTPOTUTTEG YAWOOEG, BA. Blommaert 2006: 242.

4 AKOUN Kal TTOAOYAwaoa KpATn OTTwg 1o BEAYIO 1} 0 Kavaddg TEUVOUV TN XWPA TOUS O YAWGOGIKES ETTIKPATEIEG
OUYKEKPIPWEVOU TUTTOU, A.X. JovOoyAwaoaeg 1| diyhAwaoaoeg (Piller 2016: 34).
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OpacTIKd, ocUpewva ue Tov Anderson (1991), otn padikh TTapaywyn Keipévwy idlag yAwooag TTou
6Aol ptropouv va diapdoouy, divel Tn dUVATOTNTA OTOUG AVOPWTTOUG Va QAavTaoToUV TOUG £auTOUG
TOUG WG PEAN TNG idlag €BvVIKNAG evoTnTag (Piller 2001: 261).

H Kapavt{oAa (2016: 46) €TTIKEVTPWVOVTAG TNV TTPOCOXI TNG OTIG EBVIKEG YAWOOEG CNUEIWVEI
OXETIKA OTI AUTEG, WG ATTOTOKA «TNG TTOPEIAG AUTO-OUVEIONONG» TWV £BVWYV, «dev avadeixbnkav ek
TOU PNndevéc. KataBArenkav pywdEIC TTPOOTIABEIEC va KwdIKoTIoINBouv (...)».° Kai o XpioTidng
(2004: 72) emetnyei OTI «T0 £0VOG-KPATOG (...) OTO €OWTEPIKO TOU QUOIKOTTOIEI TN YAWOCOIKN
opoloyévEla KATOTAoOOVTAG TIG OTTOKAIOEIGC —AAAEG BIAAEKTOI, GAAEG YAWOOEG— OTOV XWPEO TNG
TTaBoAoyIKAS TTapdRaong. e auty Tn puBoTtroinon® Baciletal, oe PEYAAO TTOCOOTO, N YAWOOIKA
I0eoAoyia Tou £€Bvoug-kpdToug». Q¢ €K TOUTOU, Kal PE OIAPOPOUG PNXAVIOUWOUG, OTOUG OTToioug
TTpoedpxovTa poAo €xel N (YAwWOOIKNA) eKTTaiOEUON KOl O€ OPIOUEVES TTEPITITWOEIS N VOUIKN (A Kal
ouVTaypaTikg) KaToXUpwon TS €BvIKAS yAWwooag,” Ta kpdTn TTpowdBolv Tov €BVIKO AOYo Tng
HovoTtToAITIoNIKN S KOl uovoyAwoaikn¢ opoloyévelag (BA. Blommaert and Verschueren 1998+ Macedo,
Aevdpivou kal Mouvapn 2010).

4. META-EONIKOZ ANNOAOMHTIKOZ AOIoz

MpoxwpoUuE OTOV JETA-EOVIKO ATTOBOUNTIKO AGYO TTOU ETTICNUAIVEI (KAl ETTIXEIPEI) TOV KAOVIOUS
TOU OUTIKOU €BVIKOU OIKOBOUAUATOG KAl TNV dpan TWV SIaXwEICTIKWY (YAWOOIKWY KAl TTOAITIOHIKWY)
OUVOPIOYPANKWY TTOU TO TTPpoadiopiouv. H Tapadoaiakr avTiAnyn TTou B€AEI TIG YAWOOEG KAl TOUG
TTONITIOPOUG, WG OMOIOYEVEIG OVTOTNTEG HE IOTOPIKA CUVEXEIQ, VA EKTEIVOVTAI OTA OPIA TWV EBVIKWV
ouvopwv, aueiopnreital éviova 1600 o€ BewpnTIKO 600 Kal o€ guTTeIpikd etTiredo (Heller 2007-
Blommaert and Rampton 2011). To yeyovog kai pévo o1 ota epitrou 200 KaTapeTpnpéva KPATN
TTAYKOOMIWG avTIoToIXoUV 6 e 7 XINIAOEG TTPOPOPIKEG YAWOOEG APKEN yia va evioxUuoel Thv
apeioBntnon authd (BA. Ricento 2015: 68).

EoTmidloupe Vv TTpocoxn Hag €10IKA OTIG ETTITITWOEIGC TWV HPETAVOOTEUTIKWY ‘POWV’ OTOUG
€BVIKOUG Adyoug Kal TIG €BVIKEG TAUTOTNTEG. MNMapatnpoupe OT1, dedouévng TNG TTAAVNTIKAG DIKTUWONG
MEOW TWV VEWV TEXVOAOYIWY, Ol PETAVAOTEUTIKOI TTANBUOUOI PTTOPOUV va cuvTnpoUv OIEBviKoUuS
0eopoug (transnational ties) pe Toug TOTTOUG KATAYWYNG TOUG KAl TOUG €KEi ouyyeveig Toug (BA.
Blackledge and Creese 2009- Blommaert and Rampton 2011). H €mma@r autr} yutropei va €xel wg
atroTéAeopa 1000 TN dlATAPNON TNS YAWOOAG KATAYWYAS TOUG OC0 Kal TNV AgIoTToinan oToIXEiwy TNG
OTO UQOG KaI TIG TAUTOTNTEG TTOU KATAOKEUAZouv K&Be @opd (BA. Stroud and Wee 2012: 37). 'ETol,
oupoewva pe tov Cohen (1997: 175) A.X. o€ TTOMEG PEYOAOUTTOAEIG Oev TTOPATNPOUHPE TTAEOV
OMOIOYEVEIG €BVIKEG, TTOMITIOMIKEG KAl YAWOOIKEG TAUTOTNTEG, GAAG «MIa TTANBWPA UTTOEBVIKWV
(subnational) ka1 digBvikwyv (transnational) TaUTOTATWYV TTOU dEV PTTOPOUV EUKOAA va TTEPIANPOBOUV
OTO CUCTNHA TOU £€BVOUG-KPATOUGY.

5. METANAZTEZ AABANIKHZ KATAIQIrHz 2THN EAAAAA

2TPEQOUNE TWPA TNV TTPOCOXI HAG OTNV EAANVIKA TTPAYHATIKOTNTA KATA TNV €IKooagTia 1990-
2010. MetavaoTeg Kupiwg atrd Tnv AABavia kal aAAou sioépeucav oTnv EAAGDa AGYyWw Twv EVTOVwV
KOIVWVIKWY Kal OIKOVOUIKWY METABOAWY OTn XWPA Toug. TO MPETAVOOTEUTIKO autd pelpa
«OVAOTATWOEY TIG KATAKTNHEVES EBVIKEG OPIOBETAOEIG KAI ICOPPOTTIEG KAI «ATTOOUVTOVIOE» OE HEYAAO
BaBuod TIG ekTTAdEUTIKEG TTPOKTIKEG (Tookahidou 2008: 403). O1 peTavaoTeG OUVAVTNOAV KATA TNV
utTod0XN TOUG évav éviova {evoPoPRIko, BVIKO Adyo. AuTd PTTopEi va ToToTToINBEil, HETAEU GAAWY,
atrd TNV TTANBWPA apvNTIKWY OTEPEOTUTTWYV TTOU BIaKIVABNKav —Kupiwg Tn dekaeTia Tou '90— oTa
Méoa Madiking Evnuépwong yia Toug ‘AABavolg’, Ta oTToia TOUG TTOPOUGCIOCAV WG UTTOVOUEUTEG TNG
€OVIKAG OUVOXNAG KAl TNG OIKOVOUIKNG EUNMEPIAG, WG AvOPWTTOUG PE TTAPARATIKY CUNTTEPIPOPA Kal
UTTEUBUVOUG YIa TO XOUNAO eTTiITTEd0 OTTOUBWYV OTIG OXOAIKEG TAEEIG KATT. (BA. Gogonas 2010: 72-78).

5 TXETIKA pe TNV KWBIKOTToINGN TNG TTPATUTING KOIVAG VEOEAANVIKNAG, BA. lopdavidou A.x. 1996.

6 «O1 pUbol yia TN YAwooa», onueiwvel n Kakpidr] (2007: 215), «cival auBaipetol, atnpiovral o dofaaicg 1
AavBaouéveg emMOTNUOVIKES BACEIG AAAG PoIAZouv ATPwTOl GTOV EAEYXO Kal 1ISIQITEPA AVOEKTIKOI OTO XPOVO,
Oedopévou 0TI UTTNPETOUV 1I01aITEPA BIOOEDOUEVES KAl TTOAU KOAG £0paIwPEVES IOE0AOYIKEG OTATEIG, TIG OTTOIEG
avaTTapdyouv JE Tn o€Ipd TOUGY.

7 H xpnon tng Koivrig NeoeAANVIKIG ‘AVEU IBIWPATICUWY Kal OKPOTHTWY, KABIEPWBONKE aTNV EKTTAIBEUGN UE TO
vopo 309/30.04.1976 tou . PAAAN.



O EevopoBIkds auTtdg Adyog TTpoEBaAe Eviova Tnv €TTIBUMIA ATTOKAEIOHOU TOoug aTTd To €0VIKO owua
Kal Ta SIKAIWKUATA TTOU N cUMMETOXNA O° auTd ouvettayeTal (BA. Aidkog 2005: 101).

6. TA AEAOMENA THZ ANAAYZHZ, H ZYAAOI'H TOYZ KAI TO EPEYNHTIKO EPQTHMA

270 TTAQiC10 TOU €peuvNTIKOU TTPOYPAUHaTOC «EKTTaidcuon aAAodaTTwyV Kal TTAAIVVOCSTOUVTWYV
HaBnTwv», To oTToio eKTTOVABNKE UTTO TNV alyida Tou A.lNM.0., n epeuvnTikn opdda Tou MNaveTmioTnuiou
MNatpwv® emokéPBnke 50 Trepitou axoAsia NG ATTIKAG Kai TNG MeAoTrovvrioou Katd Tnv Trepiodo
ATtrpidiog — OkTwRplog 2011. Moipaoe epwWTNHATOASYIO E OTOXO TNV AVIXVEUON TWV OTACEWV TWV
TTAAIVVOCTOUVTWY KAl GAAOSATTWV HABNTWY TTPOG TIG YAWOOEG KATaywyng Toug. ETTimmAéov, ¢nTABNKE
atro 1a TTaIdId va UTTouv oTh €01 VO ETAVAOTN QIAOU TOUG Kal va YpAWouv O€ [Ia TTIOTOAR TO00
0,71 SUOKOAEUEI TOV @iIA0 TOUug GC0 Kal O,TI TOU apECEl OTO VEO TOTTO. Ocwpnoape 0TI £€T01 Ta TTAIBIA
Ba ocuvBéoouv Kkeipeva TautdTnTag (identity texts), oluugwva pe Tov 6po Tou Cummins (2004),
avapepoueva o€ OIKEG TOUG EUTTEIPIEG.

21NV TTapouod PEAETN N TTPOCOXH MOG ETTIKEVTPUWVETAI OTO UAIKO TTOU CUYKEVTPWOOHE aTro 8
AUKelO Ol0QOpwY TTONEWV TNG €upuTePNG TTEPIOXNS TNG lMeAotTovvrioou. AT Ta AUKEIQ auTd
OUNECape 118 ekBEoeig atrd diyAwoooug pabnTEg TTOIKIANG KaTaywyng. Mapatmmdvw atrd TIG PIoEG
€KBEoEIG, WOTOOO, TTPOEPXOVTAI ATTO HETAVAOTESG AABAVIKAG KATaywYNG (64 €KBECEIG) OTIC OTTOIEG KAl
€0TIACETAI O QVAAUTIKOG pag @akdg. To 1/3 mepimou amd Tig dilabéoiueg 64 ekBEéoeig pabnTwv
aABavikfg Kataywyng (dnAadn 25 ekBEoeig) kAvouv pnTr ava@opd oc ¢nTHATA TTOU aPOopOoUV Th
YAWOOQ Kal TNV ETTIKOIVWVIQ OTOV TOTTO UTTOO0XNA G TOUG.

To epwTnua Tou Ba pag atracXoANoel 0TV avaAuon TToU aKoAouBei agopd Tov TPOTTO JE
TOV OTTOIO OI HOBNTEG AABAVIKAG KATAYWYNG TOU BeiyaTds Hag TTPoBAAANOUY OTA YPATITA TOUG TITUXEG
TNG YAWOOIKAG TOUG TAUTOTNTAG, OTTWG AUTEG DIAUOPPUIVOVTAI O€ OXEOT HE TO YAWOOIKS TTEPIEXOUEVO
TOU €BVIKOU Kal UETA-€BVIKOU AOYOU Kal TTIO CUYKEKPIYEVA O€ OXEON PE Tov POAO TNG €AANVIKAG
YAWOOOG OTOV TOTTO UTTOOOXAG.

7. ANAAYZH AEAOMENQN’®

MeTaBaivouye OTO MIKPO-ETTITIEDO KAl OTIG CUYKEKPIYEVEG TOTTOOETHOEIC TWV HETAVACTWV
HaBnTwy Tou UAIKOU Pag TTpog Toug dUo Adyous. H avaAuor| pag Baaciletal ev TTOAAOIG oTnv €vvoia
TOU unxaviouoU Karnyoploroinong uéAouc. Zta dedopéva Pag n €vvola auTh ava@EéPETal OTOUG
olauévovres mAnBuouous atnv EAAGOa kai TrepIAaPBAVEl TO TUTTOTTOINKEVO ACUUMETPO OXECIOKO
Ceuyog peravaorng - mAgiovorikos (BA. Sacks 1992- Makpn-TaiAirdkou 2014). Mo cuykekpipéva, ol
pHaBnTtég akoAouBouv Tnv odnyia Tou BEPATOG TTOU TOUG £xel OBEI KAl avaTTapIoToUV ToUuG QiAoUg
TOUG CUM@QWVA JE TA TUTTIKA XAPAKTNPIOTIKA TNG KATNyopiag peravdaorng. Q¢ avBpwtroug dnAadn
TTOU £XOUV PETOKIVNOET aTTd TOV TOTTO KATAYWYHG TOUG avalnTwvTag KaOAUTEPES ouvinkeg diafiwong.
QoTd00, evlIaPEPOV TTAPOUCIAZOUV 01 €I0IKOTEPEG TOTTOBETACEIC TWV HABNTWY, Ol OTIoiEg
evToTTiOVTal O€ TEOOEPA DIAPOPETIKA KATNYOPAUATA TTOU ETTIAEYOUV VO TTPOCOECOUV OTNV KATNyopia
UETAVAOTNG.

H didkpion Twv Te00dpWY KaTnyopnudtwy, OTTwg BAETToupe oTov Trivaka 1, yivetalr pe
CUOXETIOTIKN, QvTITTAPABETIKY ava@opd oTnv KATNyopia 1mAEIOVOTIKOC Kal, KUPIWG, 0TO KATNyopnud
NG, TNV TAgIoVOTIK) YyAwooa. ZTa TECOEPA QUTA KaTnyopnuata OIOTTIOTWVOUNE ONPAVTIKEG
TTOCOTIKEG BIOPOPOTTIOINCEIG:

8 H gpeuvnrikf oudda Tou MavemaoTnuiou Matpwy ouykpoTrenke aTo TTAdiolo TN dpdong 5.1. Tou ev Adyw
TrpoypdupaTog. H dpdon 5.1. gixe TiTAO «Avixveuon avaykwy yia TNV evioxuon TnS YAWOOOG KATaywyng Twv
TTAAIVVOOTOUVTWY Kal aAAOSATTWY HaBNTWV».

% H avaAuon mmou akohouBsi Baailetal ato Archakis (2016).
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Mivakag 1: Ta TEo0Epa KATNYOPAUATA TTOU €ival TIPOODEPEVA OTNV KATNYOPIa JETAVACTNG

1° katnyoépnua | 2° karnyépnua | 3° karnyépnua | 4° karnyoépnua | ZUVoAo
MeTtavaoTeg/Tpie
. MetavaoTeg/Tpieg | MetavaoTeg/Tple | G TTOU

Mg;ag\?ggg/\:e;\f TTOU ayvoouv TNV | ¢ TTou KatopBwvouv va

TAEIOVOTIKT] TTAEIOVOTIKN KkaropBwvouv va | yabouv Tnv

vAdooa YAWooa, ald uabouv tnv TTAEIOVOTIKN

Kal ABUVATOUV Va EMOULOUV va TNV | TTAEIOVOTIKN yAwooa

TPOCGPUOCTONY uabouyv kai va yAwooa Kail va Kol xelpi¢ovrai

KOIVWVIKG TTPOCAPHOCTOUV | TTPOCAPUOCTOUV | TIC OIaBETIUES

KOIVWVIKA KOIVWVIKA YAWOOEC WS
aéloTToIROILOUC
TOPOUC
4 5 14 2 25

Ag Ooulpe Suwg avaAuTikotepa 10 1°, 3° kai 4° katnyépnua. MNapaAeimoupe 10 2° Adyw
TTEPIOPITHUWY XWPOU.

1° karnyopnua: MeTavdoTeg TTOU ayvooUuv TnV TTAEIOVOTIKR YAWooA Kal aduvarouv va
TTPOCAPHOCTOUV KOIVWVIKA

1)

Ayarrnuévo pou @iapdki, "

20U OTéAvw auté TO YpPAuUa yia va Oou TTEPIYPAWw TIS QUOKOAIES TTou avTiueTwirilw €6w. To
oiavTikoTepo mpoLAnua vouilw sivai n yAwooa mmou ogv karaAaBaivw Tous aAAouc Kai €rrions n
povaéia. Orav dev EEpeis va WIAGS Kal Oev KataAaBaivelis autd TTou oou AEve gival Ao Ta XEIPOTEPA
mpdyuara. Akoua, gixa ouvnbioer va giupaote pali mou yeAdyaue Kai €6w KGBouar Lovos Kai armAd
TepIuévw va Tepdael n uépa kai Timora dAAo. TéAog Ba nBsAa va EEpeic ot gival TTOAU Kako n
HETAKOUNON O0TO EEWTEPIKO KAl OOU EUxOQAl va [NV aou TUxeEl TToTé. [aydpl, B’ Aukeiou, 17 xpovwv]
2)

Ayarrnuévo uou QIAapdKki,

20U ypdow auTd TO YPAUUAd yId va O0U TTw TTWS TTEPVAwW. To Ox0Agio 0w ou péveral GAiwg yari dev
EEpw Kavévav K LIou Agitrel To TTaAIO ou ox0oAgio n iAol uou K™ BéAw va wiAiow o€ Karroiov yiari oev
Exw Kavévav yia va uidiow yiati dev EEpw TNV yAwooa yia va LiANow o€ KATroiov Ouws atnv apxn
nrav diokoAa yia péva yiari dev ou dpeae EOw TTOU HUOUVA K €iBeAa eTTIYOVTOS va QUYwW va TTAw EKEN
TTOU NUouUVa OTNV YEITOVIa HOU K OTEVOXWPIELQI TTOAU yiaTi you AgiTTouv OAa Ta TTpdyuaTa ToU EKava
mpnv épBw édw. Zayamw oAU Me ayarmn TiAvra. [kopitol, A’ Aukegiou, 15 xpovwv]

3)

Ayarmnuévo uou QIAapdki,

€00 TTOU €IUE OICKOAEQTNKA va TTPOCAPUOCTO OTHV apxn OEV EIXA TTAPEA KAl OEV NKOEPA KAl VAUIAQo
KaBoAou a@tnv TNV yAooa 1opa TTPOOCTOITAPOV EXOBPI UELIKA TTEDIA TIV OTTIA EIUAOTE QTTOTIV &I0IA
XOPAKaI UTTOPO KAl KAVo TTaPEQ HAPTOUS UEXPI VA IaBoTIV TOTTIKN yAooa gV UTTOPO va Kavo aAoug
@IAoug yia tn dev ummopova anvevonbo. [ayopl, B’ Aukegiou, 19 xpovwv]

XapaKTNEIOTIKA KAl OTIG TPEIG AUTEG EKBETEIC gival n XpAoN Tou OEIKTIKOU 0w TTOU TTAPATTEUTTEI
OTOV TOTTO WETAVAOTEUONG O€ QVTIOTIEN HE TO €VVOOUUEVO EKE TOU TOTTIOU KATAYWYAG TWV
peTavaoTwy. Me Bdon Tnv avtioTIEn QuTA CUYKPOTEITAI N KATnyopia peravdorng. To TTPWTO
KaTtnyopnud Tng TTou dIaKPIiVOUUE OTIG EKBECEIG AUTEG, gival n dyvola TNG TTAEIOVOTIKAG YAWooag (BA.
To oluavrikOTepo TPOLANUa vouilw civar n yAwooda [€kBeon 1], dev Eépw Tnv yAwooa [€kBeon 2], dev
nkoepa kai vapiAao kaBoAou agrnv v yAooa [€kBeon 3]). O1 pabnTég avagépovTal TTIONG KAl OTIG
OUVOOEUTIKEG ETTITITWOEIG TOU KATNYOPAUATOG AUTOU, Ol OTTOIEG TTAPOUCIALOVTAl CUOXETIOTIKA UE TNV
EYEPON TNG KATNYOPIOG TTAEIOVOTIKOG: ETTICNKAiIvoVTal Ta coBapd TTPORARUATA OTNV ETTIKOIVWVIO TWV
METAVOOTWY HPE TOUG ‘GAAOUG, Toug TTAEiovoTIKOUG (TTPPA. dev karaAaBaivw touc¢ dAAoug, dev

1% AlatnpoupE TNV 0pBoypaPia TWV TTPWTOTUTTWV KEIPEVWV.
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karaAaBaiveic autrd mou oou Aéve [€kBean 1], dev Eépw TNV yAwaooa yia va uiAnow o€ ka@moiov [EKBeon
2]). Emonuaivetan e€tmiong n éviovn povagid toug (TTPRA. kGBouai udvog kar ammAd Tepiuévw va
TepAoel N pépa Kai Tirrora aAAo [EkBeon 1]) Kal n eMBUPIa ETTIOTPOPAG OTOV TOTTO TTPOEAEUONG (TTPRA.
K'€iBeAa emyovrog va oUyw va mdw &KEl TTOU Hluouva OTnV yeITovia Hou K OTEVOXwPIEUAI TTOAU yiaTi
Hou Agitrouv OAa ta mpdyuara mou ékava mpRv £pBw £Ow [EkBean 2]).

H €ékBean (3) €xerl 181aiTepo evdIaPEéPoV BIGTI 0 CUYYPAPEQGS Eival HaBNnTAG HEYOAUTEPNG NAIKIAG
atro Tnv avapevouevn otnv Ta&n TTou oITd (gival dnAadn 19 xpovwy, evw N avauevouevn nAikia otn
B’ Aukeiou kupaiveTal ota 16 pe 17 xpovia). Auto onuaivel 0TI 0 CUYKEKPIPEVOS HadnTr ¢ TTIBavéTaTa
EXEl pETOVAOTEUOEI TTPOOPATA, OE APKETA PEYAAN NAIKIa Kal, dpa, £xEl TTEPIOPICUEVN AKOPN BNTEia
010 €AANVIKO OXOAcio. To yeyovog autd avtavakAdTal oTIG opBoypa@IkéG ATTOKAIOEIS Tou, aAAG Kal
oTnV aduvayia dIaXwpEICHOU TWV OTOIXEIWY Tou AGYoU KATA TN YPOQIKN TOUG avaTrapdoTacn (TTPRA.
vauiAao, exofpl, amortv, pabortiv, umopova). OTTwe ava@épel otnv €kBeon Tou, n Ayvola NG
TTAEIOVOTIKAG YAWOOAG €XEl WG CUVETTEID TNV KOIVWVIKA aTTOPOVWOn TOU avaTTapIoTWHUEVOU QiAou
Tou (TTPPRA. dev UITOPO Va Kavo dAoug QIAOUC).

3° katnyoépnua: MeTavdoTeg TToUu KaTopBwvouv va pdbouv Tnv TTAEIOVOTIK YAWOOO Kal va
TMPOCAPHOCTOUV KOIVWVIKA

4)

Ayarrnuévo uou QIAapaKxi,

Orav npba edw mépa avrikpnoa Eva dIAPOPETIKO TTOAITIOUO, 01 AvBPWTTOI UOU QpAavnKav Aiyo Wuxpoi.
Or yoveic ou apyikG SUoKoAeUTnKav va Bpoulv G0UAEIG apxIKd, Kal uéva Jou RTav Aiyo 6UOKoOAO va
TTPOOQAPUOCTW OTO OXOAEI0, oI ouuuadnTéC Lou nTav Aiyo amouakpol Kai mepiepyol. EUTuxws Ouws
ayamnuévo Hou QIAQPAKi eV ou Nrav Kai oAU dUOKOAO va udBw tnv eAAnvikh yAwooa, aAAd o’
auto Bonbnoav kai o1 KabnynTég pou. NTav oAU KaAAn.

lowg otnv apxn va nrav Aiyo duokoAa, aAAG otnv tropeia umopeoa va mpooapuootw. OAa
émeira pou @aivovrouoav oAU dla@opeTikd. Eviwoa mwg nuouv ortnv dIkn pou mrarpida, ékava
KQIVOUPYIES YVWPIUIES e TTaidia [JoU ATav Kal autd atrd OIaQOPETIKEC XWPES Kal gixav Aiyo oAU TI¢
idiec eutreipiec ue ueva. Or @idor pou pou @aipwvral TTOAU wpaia Kal Ogv UE avTIUETWITI(OUV UE
paroioud. Or yoveic pou douAsUouv Kail TTaipvouv Kai TTOAU KaAS picBd. H {wn uag dw &ivar TToAU
KaAn. AAAG pou Acitrer n ratpida pou Kai o1 ouyyeveic ou ToAU. [kopitol, B’ Aukeiou, 16 xpovwv]

5)

Ayarmrnuévo uou QIAapdki,

orav npba yia mpwTtn eopa arnv EAAada ra mpayuara nrav SUGKoAQ aTnv apxn, aAAa ue 1o xpovo
gyivav eukoAa. Kar’' apxnv orav npba dev yvwpida oute va uwiAaw oure va diaBalw arda oure va
ypaew. Apxioa va mnyaivw oxoAcio ueta amd 15 pepec apotou sixa €pBsi EAAada. 210 oxoAcio
QVTILETOTTNOQ TTOAAEC OUOKOAIEC OTNV ETTIKOIVWVIA UE Ta aAAa TTaidIa ETTIONS IEPIKES POPES TA TTaAIdIa
QPELOVTOUOAV PATOIOTIKA aTTevavri ou. M ekavav va viwBw KaTwTEPN Kal auto e TTANYWVE. 2T0 OTTITI
Ta TPAyUara nrav Alyo KaAUTERA O TTATEPAS HOU TTPOOTTABOUCE va [ou abel e0Tw Kail Aiyes Ageig
yia va Aew kaAnuepa kai ‘yeia oag” ........

Mera amd éva xpovo TTEPITTOU XA ouvnBnaoel TTAEoV TNV deUTEPN IOV TTATPIOA £IXa BPEI KAl
moAAouc¢ idoug. Héepa va ypaew va diafalw kai va uAaw ammaota 1a EAAnvIkG 6Aa mmAsov pou
Qaivovrouoav mapa oAU eUKOAQ TTap’ oA autd Ouws mmote Oev Eexvaw TISC OUOKOAES LIEPES TTOU
TELACA 0TV apxn. AuTh TN OTIyUn JOU apeael TTapa TToAU n EAAada exw mapa moAAoug @iAoug mou
TOUC aQyaTTw TTOAU OTO OXOAEI0 OV e AVTILETOTTICOUV PATOIOTNKA (QV KAl LEPIKES QOPES val) Kal yI’
auto iual TapPa TOAU XapouueEvn ...

TeAog Ba nBeAa va ouVEXIOW TO GXOAEIO VA TTAW O€ éva TTAVETTIOTNIO Kal vd yivw UId KaAn
OIKnyopo¢ Kal oA’ autd Ba nBeAa va ta kavw £dw oTnv deutepn marpida pou.. .l [kopitol, B’ Aukeiou,
18 xpovwv]

To TPITO KATRYOPNUA EVTOTTIOTNKE OTIG TTEPICCOTEPEG EKBECEIG TOU UAIKOU UAG KAl ava@EPETal
oTnVv ekuddnon Tng TTAEIOVOTIKAG YAwooag (TTPRA. dev pou nrav kai oAU 6UOKoAo va uGbw tnv
eAMnvikn yAwooa [€kBean 4], Héepa va ypagpw va diafBalw kai va piAaw arriaota ta EAAnvika [€kBeon
5)).

O1 ekBéoelg auTég TTaPOUCIAouv pia apkeTd oTaBepr] dopn: €vioveg ApPXIKEG OUOKOAIEG,
YAWOOIKEG Kal AAAEG, Kal oTadiakn UTTEPVIKNON Twv SUCKOAIWY auTwyv. O ETTIKOIVWVIOKEG DUTKOAIEG
WG apXIKO TTPOCBIOPIOTIKO KATNYOPNUA TWwV HETAVAOTWY avadelkviovTal eu@atika (TTpBA. or
ouupabntég pou nrav Aiyo armréuakpol Kai mepicpyor [EkBean 4], 210 ox0AgI0 avTiueTOTTNOA TTOAAES



OUOKOAIEC OTnV emmKoIvwVIa lE Ta aAa mmaidia €IMIONG UEPIKES QOPESC Ta Taidid @EpovIouoav
PATOIOTIKG arrevavt you. M ekavav va viwbw Katwrepn Kal auto ue mAnywve [€kBeon 5.

Qotdo0, n oTadiokh eKudOnon TnG TTAEIOVOTIKAG YAWOOAG €ival TO véo Katnydpnua TTou
TTPOCOEVETAI OTNV KATNYOpPIa ueTavdoTng, e CUVETTEIQ TNV KOIVWVIKI TTPOCAPUOYH OTO €AANVIKO
TrepIBAANoV (TTPBA. Eviwoa mwg nuouv otnv OIkn pou mrarpida [EkBeaon 4], eixa ouvnBnoel TAsov v
oeutepn pou arpida [EkBeon 5]). H ekudBnon Tng eAANVIKAG odnyei £TTioNg oTNV KOIVWVIKA atrodoXn
TWV JETAVOOTWY HABNTWV: € QIAIEG e TTAEIOVOTIKOUG KOl GTOV TTEPIOPICHO TOU PATOIOHOU €K JEPOUG
Toug (TTPPA. Or1 iAol pou pou eaipwvral TTOAU wpdia kai deV e avTieTwTTI(ouV e paToIoud. [EKBeoN
4], exw Tapa MoAAOUC QIAOUC TTOU TOUS ayarTw TTOAU OTO OX0AEI0 eV e avTIUETOTTICOUV PATOIOTNKA
(av Kai UEPIKES POPES val) Kal yI’ auto iuarl Tapa oAU xapouevn [EkBean 5])

4° katnyoépnua: MeTavaoTeg/TpIEG TTOU KATOPOWVOUV va uaddouv Tnv TTAEIOVOTIKA YAWoOoa Kali
X&1pigovTal TiIg S100£01MEG YAWOOEG WG AgIOTTOINCIOUG TTOPOUG
6)
Ayarrnuévo uou QIAapdKki,
2Tn apxn orav npba edw otnv eAAada pou nrave SUCKoAo va unAnow eAAnvika aAAa pe 1o Kaipo Kai
e v Bonbia Twv enAwv pou uaba oAU kaAa va unAaw. Otav EeKIvNOE TO TXOAIO IOU QEVOTAVE
010Kk0Ao yiari dev néepa va ypapw. PIAou¢ ekava KaAouS Kal Twpa Eiual pia xapa 6wW.

Apxioa va 6oUAeBw yiarti 11 Bonbaya oIKoVouIKa TOUS yovng ou. otav mnyeva otnv AABavia
Hou pevwrtav Aiyo rapaéeva aAAa pera arro Aiyo kaipo ouviBida oTav eTeaTpe@a atnv eAAada éexvaya
HEPIKES AEEEIC KAl LIEPIKES QPOPEC UTTOPE! va TIC eEAsya oTa AABavika kai yeAayaue oAol palel LEPIKOI
@IAor pou pou ¢ntave va Toug uabsvo Aiyo AABavika yiati BeAouve va pabouve Kai aQrol UEPIKES AEEEIC
Kal oTav T0UG UABEVO O UEPIKOUC QEVETE TTOAU SUGKOAO OTTOC Kai lieva otav npba edw otnv eAAada.
[aydpl, A’ Aukeiou, 15 xpovwv]

21NV €kBeon (6) 0 avaTTAPICTWHEVOSG HaBNTAG €gnyei, oTn deUTEPN TTAPAYPAPO, TOV TPOTTO UE
Tov oTroio aglotrolgi TIg dUo dlabéoiyeg o' autdv yAwooeg: 'Etol, étav tnyaivel otnv AABavia
xpnoigotrolei Ta aABavikd, Tapd Tnv apxik duokoAia Adyw TNng eTidpaocng Twv EAANVIKWV.
AvTioTpo@a, otav eTToTpEéPel oTNV EANGDa etTioTpaTtelel Ta eAANVIKA. TpdkeITal yia TV TTEPIYPOPn
HIaG TTEPITITWONG KaTtaoTaolakns evaldayng kwdika (situational code switching) (BA. Wardhaugh
1992: 106). Qot1é00, N evallayry Twv YAWOOIKWY KWOIKWY OTn OUYKEKPIPNEVN €kBeon Oev
TTapouaIddeTal va yivetal ue TPOTTO atTOAUTO, OAAG PE EVTOVEG YAWOOIKEG TTAPEPPBOAEG aTTO TN Hia
vyAwooa otnv AaAAn. EmmmAéov, o pabnm¢ avagépel 6T oI aABavikéG AEEeig TTOU PTTOPED va
xpnolpotroifoel atnv EAAGDa TTpOKAAOUV TO eVBIAPEPOV TWV TTAEIOVOTIKWY QIAwv Tou. MNpdkeiTal yia
TNV TTEPIYPAQPH YAWOOIKWYV TTELACUdTwWY (crossings), cUP@wva pe Toug 6pous Tou Rampton (1995),
OTTOU EAANVEG OPIANTEG ETTIBUPOUV KAl ETTIXEIPOUV VA £EOIKEIWOOUV Pe AEEEIC TNG AABAVIKAG YAWOOTAG.
Evdiogépov TTapouaidlouv Kal Ta oXOAIa YAWOOIKAG ETTIYVWONG TTOU KATOBETEI O avATTAPIOTWHEVOG
pHaBnTAG, emonuaivovtag Ot ol DUCKOAIEG TTOU £Xouv o1 EAANVEG @iAol Tou PE TIG aABAVIKEG AEEEIC
gival avTioToIxXeg Ye auTEG TToU £xouv ol ‘AABavoi’ étav pabBaivouv eAAnvIKA. H ggoikeiwon, woTdoo,
TWV TTAEIOVOTIKWYV EAANVOQPWVWV HE TIG AABAVIKEG AEEEIG KAl TTPOYOPEG YiveTal JAANOV OTO ETTITTEDO
YAWOOIKWY XIOUUOPIOTIKWY TTAIXVIBIWY PE TOUG aABavopwvous (TTPPA. kar yeAayaue oAor padei
[€kBeon 6]). ANwOTE, TO 4° KaTnydpnua evioTTideTal OTIG AIlyOTEPES EKBETEIG TOU UAIKOU HOG.

8. TA ZYMMNEPAZMATA THZ ANAAYZHZ Q> ENAYZMA I'IA TH AIAMOP®QZH ENOZ
MAAIZIOY KPITIKHZ T'AQZZIKHZ EKIMAIAEYZHZ

2UpQwva pe TNV avdAuon TTou TTPonyABnKe, KataAfyoupe oTo OTI, TTapd TIG TTPORAEWEIS
BewpnTikwy OTTWG o1 Blommaert and Rampton (2011) 611 6To 0UYXPOVO TTAYKOGMIOTTOINHUEVO KOTHO
ol €0VIKEG TTaPAdOXEG £XOUV UTTOOTEI ONUAVTIKOUG KAOVIOUOUG, otnv EANGSa dev cival eudIdkpITEG
KUTTOEBVIKESY 1] «BIEBVIKESH» YAWOOIKEG TAUTOTNTEG, OTTWG TOUAAXIOTOV TTPOKUTITEI ATTO TNV avAaAuon
Twv Oedopévwyv pag (BA. Cohen 1997: 175). H yAwooikr) Kal TTONITIOMIKA «KIVATIKOTATAY,
«aTTPOadIoPIoTiaY Kal « TTOAAQTTAOTNTA» OEV PAIVETAI VO £XOUV ATTEIANCEI TIG TTAPADOCIOKES EBVIKEG
OMOYEVOTTOINTIKEG TTAPABOXEG TNG «OTABEPOTNTAG», TWV «OPICBETNUEVWY KATNYOPIWVY KAl TNG
«tutrotroinong» (BA. Blommaert and Rampton 2011: 3—4).
Mo ouykekpigéva, Kal ouvowiovrag Ta KUpla onueioc TNG KPITIKAG avdAuong Trou
aKOAOUBAOoOUE, ONUEIWVOUE TA €ENG: O HABNTEG TOU UAIKOU pag XpnolhoTroinoayv ota ypatrTé Toug
TNV KATNyopia UETAvVAoTNS OTNV OTroia TTPOCde0avV TECOEPA KATNYOPHMATA Ta OTToia avEédeIgav



QvTITTAPABETIKA PE TNV KATNyopia TAEIOVOTIKOS Kal, €I0IKOTEPA, PE TO KATNYOPNUA TNG TTAEIOVOTIKNG
eMNVIKNG YAWwooag, dnAadr pe Tn yvwon i TNV dyvola TG EAANVIKAG KAl TIG CUVETTEIEG TTOU £XEI (N
yvwaon fq n ayvold Tng) oTnv €TTIKOIVWVIA JE TOUG TTAEIOVOTIKOUG. TO KATNyOpnua TNG TTAEIOVOTIKNG
eAANVIKNG €10dyel, oTh d1adikaaia 0IKodOUNONG TWV YAWOCIKWY TAUTOTATWY, TN YAWOUTIKR IOE0A0YIKA
O1doTaon ToU €BVIKOU opoyevoTroinTIKoU Adyou. O1 geTavaoTeg pabnTég TotroBeTouvVTal BETIKA TTPOG
TNV EAANVIKA JovoyAwaoaoia, TTPOCRAETTOVTOG OTA KOIVWVIKA OQEAN TTOU €TTIPEPEI N YAWOOIKA auTh
TaUTOTNTA KAl IKAVOTNTA. KATrola TrEpIBwPIaKd @aivopeva YAWOOIKWY EVOAAQYWY KAl TTEPACHATWYV
atraoXoAoUv Toug £enpoug Tou UAIKOU JaG O€ XIOUHOPIOTIKEG KUPIWG TTEPIOTACEIG —OTTWG €idANE
otnv ékBeon 6. H ‘cuvopIAia’ Toug pe Tov PETO-EBVIKO atmodountikd Adyo, TTou mbavoTtata Ba
TTapaxwpouoe Xwpo oTnv aABavikr kal Adyo Utrapgng, ival TToAU TTEPIOPICHEVN.

2710 onueio autd, Aapudvovtag utTéYwn Ta CUPTTEPACUATA TNG avdAuong TTou TTponyrenke, Ba
eyeipoupe 10 {ATNUa TNG didackaAiag TNG eAANVIKAG w¢ deUTEPNG/EEVNG YAWOOAG O PETAVAOTEG
polnTtég otnv EAMGBA." To evdio@épov pag, wotéoo, dev Ba eVIOTTIOTEI 0TA OUVABN {NTOUHEVA TNG
Egapuoouévng Nwoooloyiag, dnAadfy ota yAWoOoIKA TTPOBAANATA TTOU QVTIMETWTTICOUV Ol
METAVAOTEG PaBNTEG (OTO oUCTNPA TNG YAWOOAG, oTnV 0pBoypagia, aTnV KATavonon EVVOIWY KATT.)
oe dIaQOPETIKEG NAIKiEG Kal ae oxéon pe Ta dideopa etrimeda yAwooouddeiag (BA. MtTéAAa 2007
Xat{ndakn 2005: 79-80). H mpooox pag Ba oTpagei oTov TTPOCaAvATOAIOUO TNG YAWOOIKNAG
TTOAITIKAG 0T XWpa Hag (BA. oxeTikd Cooper 1989- Kapavt{dAa 2016), €18IKA o€ oxéon Ke To {ATnua
TNG d1I6aoKaAiag TNG EAANVIKAG W BeUTEPNG/EEVNG YAWOOAG O PETAVAOTEG MaBNTES (BA. ZKoUupTOU
2011). Mo ouykekpipéva, Kal dedoPEVOU OTI TIG TEAEUTAIEG DEKAETIEG PMETAVAOTEUTIKOI TTANBUCHOI
ouppéouv ammd TOANG pépn Tou KOopou oTtnv EAAGSa, o oxedlaopdg YAWOOIKAG TTONITIKAG
OuvapTATAl JE TIG ETTIAOYEG TNG TTONITIKNAG €E0UCIAG YIA TO AV N KPATIKA eKTTAi®EUOn €TTIMEIVEI OTNV
apxf TS MOVOTTOAITIOHIKOTNTAG KAl TNG MOVOYAwOGoiag €TMISILUKOVTAG TNV OMPOYEVOTIOINON Tou
TTANBUCPOU | av apxioel va CUVOMIAET JE JETAVEWTEPIKEG, META-EOVIKEG aTTOWEIS (BA. AVvOPOUAAKNG
Kol Apxakng 2012).

Av Kal TO €ANVIKO eKTTAIBEUTIKO TTEPIBAAAOV UTTODEXTNKE TOUG METAVAOTEG HABNTEG TNV
eikooaeTia 1990-2010 pe éva «TTEPITUNYUO» TTPOODEUTIKWY VOUOBETIKWY TTPWTOBOUAILV TTOU
agopoucav Tnv idpuon Tégewv UTTOO0XNAG, OIOTTOMITIOHIKWY OXOALiWV aKOUN Kal Tn duvatotnTa
d1daokaAiag TG YAwooag kataywyns (MtToutouAouon 2002: 56), oI eKTTAIOEUTIKEG TTPAKTIKEG TTOU
¢KTOTE aKOAOUBOUVTAI —TOUAAXIOTOV MEXPI TO 2011 TTOU €KTTOVABNKE N €peEuvo—, €XOUV WG
atroTéAeOPa TOV £E0BEAIOUO TWV YAWOCOWY KATAYWYAG KAl TNV ATTOKAEIOTIKA KUplapxia TNG EAANVIKAG
WG avTiKeIgévou dIdaoKaAiag Kal wg YAwoodag di1daokKaAiag. To eAANVIKO OX0Agio, ETTOPEVWG, BewpEi
OTI OTIG TTOAUTTONITIOPIKEG TTAéOV TAEEIS TTOAUYAWOOWY padnTwy, n diIdackaAia Tng EAANVIKAG Kal
povo etrapkei (BA. MtroutouAouon 2002- KolAidpn 2005- Gogonas 2010).

2UPQWVA JE TIG TTAPATNPHOEIG AUTEG, TO EKTTAIBEUTIKO HOVTEAO JECW TOU OTTOIOU ETTITUYXAVETAI
n d1ddoon kal n €dpaiwon TNG 1IBe0A0YIOG KAl TG TTPAKTIKAG TNG EAANVIKAG JOVOYAWOTiag oToug
METAVOOTEUTIKOUG HaBNTIKOUG TTANBUopoUg eival autd Tng ekmraidsuong €ufBubions (submersion
education, BA. Baker 1993): o1 yeTavaoTeg pabNnTEG TTPETTEI VA UTTOOTOUV AVAYKAOTIKA (] KOAUTEPQ
KaravaykaoTikd) Tn « EyIoTn €kBeon» (maximum exposure), cUP@Wva Pe Toug 0poug Tou Cummins
2005: 127), oTn véa yr autoug YAWOOO WOTE VA TV KATAKTAOOUV, VW TAUTOXPOVA TTPOCTTa80UV va
HaBouv véa ekTTaIBEUTIKA TTEPIEXOUEVA oTn YAwooa auTh (Piller 2016: 104). ATTOKOAUTTITIKA TWV
KIVATPWYV TNG eKTTAiIdEUONG epPUBIoNG ival n akdAouBn Béon Tou Cummins (2005: 163):

[O] Aéyog TTou uttoaTnpilel OTI Ta diyAwooa TTadId TTPETTEI VA aPOuoIwBoUv Kal va
EYKATOAEIPOUV TNV TTPWTN TOUG YAWOOO TTPOKEIPEVOU VA TTETUXOUV OTNV KoIvwvia, dev gival
Hia oudETepn eTIOTNUOVIKH OAAWOT £vOg dedopévou. O AOYog auTog £pxeTal o€ avTiBeon Pe
TO OXETIKA ETTIOTNUOVIKA dedopéva Kal TTNYAdel Aueca atrd TTPOTUTIA €SOUCIACTIKWYV
OX£0€WV TNG EUPUTEPNG KOoIVWwVIag. (...) [O]dnyei [0€] o€ TUTTOUG OAANAETTIOpOACNG
O0aOKAAOU — PJaBbnTr TTOU PETAdIdOUV OTOUG HABNTEG TO UVUUA OTI TTPETTEI VO AQriO0UV £EW
aTtroé TNV TTOPTA TOU OXOAEIOU TN YAWOOA TOUG KAl TOV TTONITIONS TOUG.

OTrwg TPOKUTITEI ATTO TRV AvAAUCH TWV POBNTIKWY YPATITWY TOU UAIKOU HOG, N EKTTAIdEUON
€MPUBIONG dev Bivel AANEG TTPOOTITIKEG KOTOOKEUAG TOUTOTATWY OTOUG UETOVAOTEG pABNTEG TTaPdA

" Me Tov 6po didackadia Tn¢ EAANVIKNC w¢ SeUTEPNC/EEVNS YAWOOAS YiveTal GUVABWS ava@opd aTn YAWOOIK)
O010aoKaAia 6wy TTANBUCUWY €TTIBUPOUV i KAAoUvTal va PABouv €AANVIKA aAAd yia SIGgopousg AGyoug
dlagopoTrololvtal YAwOOIKA atmd Toug autoxboveg €AAnNVIKOUG (OvTag A.X. MEIOVOTIKOI, WETOVOAOTEUTIKOI,
dlaoTropikoi). Edw agilel va avagEépouue 0TI UTTAPXEI APKETA oUCATNON YIA TO TTEPIEXOMEVO KaI TIG TEXVIKEG
AeTrTOuEPEIEG TTOU BlOKPIVOUV TOUG Opoug deUTepn yAwaoaoa kal évn yAwooa oTtnv otroia dev Ba eTTekTABOUUE
(BA. Mooyovdg 2003).



MOVO Tn VOUIUOTIOINTIKA €UBUYPAPMICH TOUG JE TOV Kupiapxo €Bvikd Adyo (BA. Castells 2010: 8- BA.
emiong Archakis and Tsakona 2018), i, dla@OpPETIKA, TNV TTEPIBWPIOTTOINCN KAl TOV KOIVWVIKO
atmmokAeiopd Toug (BA. Cummins 2005: 163). To oxemikd amoéoTacua amd v £kBeon 5 eival
XOAPAKTNPIOTIKO TNG ATTEIANG VI TTEPIBWPIOTTOINCN TWV PABNTWYV: 2TO OXOAEIO QVTILETOTTNOA TTOAAES
OUOKOAIEC OTNV ETMIKOIVWVIQ UE Ta aAAa TTaIdia ETTIONS LIEPIKES POPES Ta TTAIOIA PELOVIOUTAV
PAToIoTIKG arrevavrl Jou. M ekavav va viwbw Kartwrepn Kal autd ue mAnywve. AvarmodpaoTa, n
ekTTaideuon epPUBIONG oxeTiCeTal HE TNV aQaIPETIKY diyAwooia (subtractive billingualism, BA. Baker
1993): n ekPABNON Hiag deUTEPNG YAWOOAG, £V TTPOKEIMEVW TNG KUPIapXNG TTPOTUTTNG EAANVIKAG OTIG
OUYKEKPIPEVEG EKTTAIOEUTIKEG OUVONKEG, 0dnyei oTadlakd oTnv atrdAuTn €TMIKPATNON TNG KAl OTOV
€€oBeANIoS TNG YAWOOOG KATAYWYNS TwV PETavaoTwy padntwy (BA. Piller 2016: 124).

KevTtpikdg 0TOX0G MIOG KPITIKAG YAWOUTIKAG EKTTAIOEUONG OTNV OTTOI ATTOOKOTIE N dlEPeUvnon
TTOU akoAouBei, Ba TTPETTEl va gival n dpon TNG AdIKNG —OTTwG Ba doUE KAl OTH CUVEXEIO— ETTIBOANG
TNG MOVOYAWOOIKNAG KAl POVOTTOMITIOUIKAG OpoIoyéveIag o€ OiyAWoOoOoUG Kal TTOAUYAWOOOUG
peTavaoTeg padnTég (BA. Piller 2016: 104). Kai n adikia auTh YTTOPEi va AVTIMETWITIOTEI TOOO PHECW
TNG OuVEIdNTOTTOINOTG TNG ATTO TOUG iBIOUG TOUG HETAVAOTEG OAAG Kal aTTd TOUG TTAEIOVOTIKOUG
OUPPABNTEG TOUG OO0 Kal HEOW TNG avadATNoNG VOGS TTAAICIOU YAWOOIKAG TTOANITIKAG, aTTaAAQYUEVOU
aTro TIG ETTIBOAEG TOU €BVIKOU Adyou.

9. KPITIKH T'AQZzZIKH EKMNMAIAEYZH KAI TO T'AQZzzIKO NMPONOMIO TQN NMAEIONOTIKQN
MAGHTQN

H kpITIK YAWOOIKA eKTTai®eucn TTou TTPOTEIVOUNE, avTAEl atmd BewpnTIKA TTAQiola 6TTwG o
KPITIKOG YPAMMATIONOG KAl N KPITIKA  YAWOOIKR eTmiyvwon. O YAWOOOEKTTAIDEUTIKEG QUTEG
TTPOCEYYIOEIG ETTIONUAIVOUV Tn ONUAcia TG aviXveuong Kal avadeigng TG KOIVWVIOYAWOOIKAG
aviooTnTag kal adikiag (BA. Archakis and Tsakona 2012: 125-137 kal TIG TTAPATTOPTTEG TTOU divovTal
ekei). Mia TéTOlI0U TUTTOU KPITIK YAWOOIKA eKTTaidcuon Ba €xel WG OTOXO TNV APQICBATAON TNG
HOVOYAWOOIKAG KAl HOVOTTOMITIOUIKAG OMOIOYEVEIOG OTNV €BVIKN £TTIKpATEIR. Oa BacifeTal de OTNnV
aglotroinon TG 6€0ng OTI N KOIVWVIKK TTPAYHATIKOTNTA DEV CUYKPOTEITAI ATTO ‘QUOIKES’ AAABEIEG AANG
ammoé  JIO@OPETIKOUG  -KAI  OUXVA  QVTIKPOUOPEVOUG-  AOyoug  (discourses) vyia  TTOIKIAQ
KOIVWVIOTTONITIOPIKA  ¢nThdaTa. H ouveidnrotroinon  OTl opiopévol  Adyol, OTOUG  OTToioug
TepIAapBavovTal kal ol €Bvikoi Adyol yia TN yAwood, Kataokeuddovtal kal dlaiwvifovtal wg
Kupiapxol, vy AAAoI Adyol —OTTWG €KDOXEG TOU WETA-€BVIKOU— BAAAovTal 1] TTEPIBWPIOTTOIOUVTAL,
BewpoUpE OTI UTTOPEI VA EUAICBNTOTTOINOEI TOUG HABNTEG O OXEOT WE TNV UTTOTIMNGCN TTOU U@icTavTal
Ol METAVOOTEUTIKEG YAWOOIKEG TTOIKINIEG KOl TTPOKTIKEG aTTO TOV €OVIKO AOyo (BA. peTagu aAAwv
Fairclough 1989: 239- Baynham 2002- Lau 2010- Archakis and Tsakona 2012: 125-137- Felipe
Fajardo 2015- KwaoTtoUAn 2015+ Ztduou K.4. 2016).

2TO KPITIKO auTO eKTTAIOEUTIKO TTAQICIO €ival OKOTTIUO va avadelkKvUETAI KOl VO ATTOTEAE HE
O14QOPES APOPUES AVTIKEINEVO TTPOBANUATIONOU TO YAWOTIKO TTPOVOUIO TWV TTAEIOVOTIKWY Uaéntwv
TTOU TOUG TTAPEXEI KUPOG KAl KOIVWVIKG 0@EAN (Piller 2016: 208). OTTwg XapakTNPIOTIKA ONUEIWVEL N
Piller (6.11.), «n YAWOOIKN SIKaI0GUVN OEV UTTOPET ATTOTEAECUATIKA va TTpoaxOei Xwpig TNV Katavonon
TOU YAWOOIKOU Trpovopiou». [0 Ouykekpiyéva, OI HPETAVAOTEG MaBNTéEG Ba  pTTOpOUV va
ouveIdNTOTTOIRCOUV OTI TO YAWOOIKO TTPOVOUIO OEV AVAKEI QUOIKA, AUTOVONTA KAl SIKAIWMPATIKA OTOUG
TTAEIOVOTIKOUG pabntég, Trapd pévo 600 eival Kupiapxog o €6vikdg Adyog yia Tn yAwooa. EEaitiag
TNG KupIapxiag Tou eBvikou Adyou, o1 SIKEG TOUG YAWOTEG Kal 01 IKOi TOUG TTOAITIONOi OEV £XOUV Kapia
B€on, kapia AeIToupyIKOTNTA Kal, ETTITTAEOV, agloAOyoUVTal apvNTIKA GTO TTAEIOVOTIKO TTEPIBAAAOV (BA.
6.11.: 191). Qg €K TOUTOU, YIa va KapTTwBoUV Ta aTToppEOVTa ATTO TO YAWOOIKO TTPOVOUIO KOIVWVIKA
OQEAN, 0 Povog TPOTTOG Oev gival va pdbouv 600 KaAUTEPa yiveTal Tn ‘QuUOIKn, €6vIKA yAwooa’ Tou
TOTTOU UTTOB0XNG, UIOBETWVTAG VOUIMOTIOINTIKEG YAWOOIKEG TAUTOTNTEG TTOU Ba TOug dWoouy ‘ioeg,
utroTiBeTal, ‘cukaipieg’ €évragng (Macedo, Agvdpivou kai Mouvapn 2010: 243 k.€.). EvaAAakTIKd, €ivail
OKOTTIMO va avadnTAoouv Kal va SIEKSIKATOUV dIa@opEeTIKOUG Adyoug atTd TOUG KUPiapyXoug £BVIKOUG
yia TN yAwooa kai TV Kovwvia.'? ‘Etol, Ba utropéoouv oTadIoKd va aTrevoxXoTroinBolv yia Ta
YAWGOOIKA Kal TTOMITIOPIKG XAPAKTNPIOTIKA TOUg, atmoBAAAovVTag Ta aioBpaTa autoUTroTiunong mou

2 ¥¢ oxéon pe To {ATNUa auTd, o Fairclough (2014) sboToxa onueiivel Ta £€ng: «Av Béhoups va aAAGgoupue
TNV UTTAPYXOUC A KOIVWVIKI TIPAYUATIKOTATA UE OCUYKEKPIUEVOUG TPOTTOUG TTPOKEINEVOU va UTTEPBOUNE AGON Kai
TTpoBAAuaTa, Ba TTPETTEI va ETTIXEIPACOUME VO GAAAEOUE TNV ETTIKPATOUCA KOIVH AOYIKK» (TO ATTOCTTACUA auTo
TTapabéTel o Koutooyidvvng 2015: 16).
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TOUG dNUIOUPYEI TO PHOVOYAWOOIKO Kal JOVOTTOMITIONIKO €BvikO TTepIBAAAov (BA. Piller 2016: 191
etriong Freire 1970/2000: 42-69).

A6 TNV AAAN, KAAOUVTAI Kl OI TTAEIOVOTIKOI JaBNTEG va oUVEIBNTOTTOINOOUY, AVATITUOOOVTAG
TN SIATTONITIOUIKA IKAvOTNTA TNG evouvaiodnong (empathy) (MkéBapng kai Mavouoou 2015), 611 1O
‘autovOnTo’ TTPOVOMIO TNG KATOXAG TNG TTAEIOVOTIKAG €BVIKAG YAWOOOG TTOU TOUG XOPOKTNPICEl,
TTapdyel aviodtnTa Kal adikia. e avtiBeon dnAadrh pe Toug PETAVAOTEG CUPMAONTES TOUG, £XOUV
adikaioAdynTa TO TTPOVOUIO VA PNV UQIioTaVTAl UTTOTIUNTIKEG OIOKPICEIG YIa T YAWOOA TToU PIAOUV
Kal, emTTAéoV, va eTTIBpaevovTal eTTEIOA TN HIAOUY, VW) £XOuv TTPOCTTaBr el TTOAU AlyoTEPO aTrd 6,TI
ol petavdoTeg cuppadnTéG Toug (BA. Piller 2016: 208).

10. MPOTAZEIZ T'AQZZIKHZ MOAITIKHZ YTNO TO MNMPIZMA TOY META-EONIKOY AOI'oY

H tpoteivéuevn KPITIK YAWOOIKA €KTTAIdEUON, €KTOG ATTO TNV AVABEIEN TwV AdIKIWV TTOU
TTapdyovTal amd TNV Kuplapxia Tou €BvikoUu Adyou, gival okOTTIUO, TTAPAAANAQ, va ETTIXEIPAOEI TN
SlauépPWOoN Kal TNV TTPowenon PIag véag YAWOoOIKAG TTONITIKAG, atTalaypévng attd TIG BECUIKES
ETTIBOAEG TOU €BVIKOU AGYOU Kal BACIOPEVNG OTNV €K VEOU vONUATOBATNON KPICIHWY EKTTAIDEUTIKWV
evwwolwv (BA. AvdpouAdkng kai Apxdkng 2012). Tlpokeigévou va  OUPBAAoOupPE, eVTEAWG
TIPOKATAPKTIKA KAl TTPOYPAMHATIKA, OTn SIauép@waon HIag TETOIOG YAWOOIKAG KAl EKTTAIBEUTIKAG
TTONITIKNAG, Ba €TIXEIPACOUKE, UTTO TO TIPIOPA TOU META-£OVIKOU Adyou, OSIOQOPETIKEG aTTd TIG
TTaPAadOCIOKEG TTIPOCEYYIOEIG O€ KEVTPIKEG EVVOIEG OTTWG N YAwooa, TO YAwWTOo0dIOAKTIKO TTPOTUTTO KAl
n SiarroAmouikn kmaidsvon.™

10.1. H évvoia yAwooa

O1mwg AdNn onueiwoape, n avriAnwn Tou B€Ael TN YAWOOA, WG OLOIOYEVH) OVTOTNTA E ICTOPIKN
OUVEXEIQ, VO eKTEIVETAI EVTOG pIag eBVIKAG eTTIKpATEIOG TTAoV apgioBnTeital éviova (BA. Blommaert
and Rampton 2011). O Blommaert (2010: 5) sionyeital TNV KoivwvioyAwoooAoyia NS KivnTIKOTNTAC
(sociolinguistics of mobility) TTou avadeikvuel To yeyovog 0TI N YAwooad BpioKeTal SIAPKWGS €V KIVAOEI
(language-in-motion) xwpi¢ Xwpoxpovikég deaueuoelg. H TTpooéyyion auTh dev BAETTEI TN YAwooa
w¢ €va 10eaTo, a@nNPENUEVO Kal OPIOBETNHEVO YPAUMATIKO oUoTNUaA, f, ME Ta Adyia Tou Mooxovd
(2010: 58), wg «éva ‘Tpdyua’ oAIkO, PovoAoyikd kal Ol dlaloyikd, un diaBabuioipo, evieAég,
ouoloyevég, TIAApEG Oe KABe TrepioTtacn». AvtiBeta, Tnv avalntd o€ TTOIKIAOUG, KOIVWVIKA
TTPOCdIOPIoUEVOUG, YAWOOIKOUG TTOPOUG (resources) TTou £vag odIANTAG €xel oTn dIABECH Tou Kal
Kata Trepiotacn xpnoigotrolei (Piller 2016: 12). Aedopévou de OTI Ta TeAeuTtaia Xpodvia, peydAa
THAPATA TTANBUCOPOU éxouv PeTaKIVNBEl attd TTOAAG SIAPOPETIKA PEPN TOU KOOHUOU TTPOG TTOIKIAOUG
TTPOOPICHUOUG, DIAPNOPPWVOVTAG VEOUG KAl OUVOETOUG KOIVWVIKOUG OXNUATIOUOUG, N aTTPORBAETTITN
TTOAEG QOpPEG agloTToinon TwWV JIABECINWY YAWOOIKWY TTOPpwY odnyei o€ QaIvoueva TTOAAATTANG
TTOIKINOTATOG 1 urTePTTOIKIAGTHTAS (superdiversity) ocUpgwva pe Tov 6po Tou Vertovec (2007) (BA.
etriong Piller 2016: 22).

10.2. To YAWOOO0BI8AKTIKO TTPOTUTTO S18aCKAAiaGg

Ta kupiapxa YAwooodIdakTIKG TTapadeiyuata Bagifovral oTo TTPOTUTTO TOU QUOIKOU OUIANTH,
otnv emdiwén dnNAadA TNG eKUABnong piag deuTePNG/EEvng YAWOOOG o€ ETTITTEOO QUOCIKOU OMIANTH,
UTTNPETWVTAG PE autdv Tov TPOTTO TNV E€TTEKTATIKA 10€0Aoyia TG povoyAwoaoiag (BA. OXETIKA
AeABepoudn 2004: 250- Aevdpivou 2004: 52- Blommaert 2013).

Qotdo0, cUppwva pe Tov Pennycook (2012: 80-82, 121 k.t.), TO kUpio TTPORANUa TTOU
EVTOTTICETAI OTO YAWOOOBIOAKTIKO AUTO TTPOTUTTO €ival N —APEon 1 EUUECN— CUCOXETION TOU UE TNV
TTPOTUTIN, €BVIKA YAWOOA: 0 QUOIKOG OPIANTAG gival auTtog TTou BewpnTIKA yVwpEilel o€ ATTOAUTO
BaBud TNV TTPAOTUTTN €0VIKA YAWOoOoa, dIOTI YEVVIETAI KAl AVATITUOOETAI YAWOOIKA YEoQ O QUTAV. TN
B8¢on aut) AavBavel n dmoywn OTI N YAWOoOoA gival yia SIakpITH KAl ca@wg TTPoadIopiouévn ovToTnTd,
n otroia OXeTiCeTal Ye TO €BVOG KAl TOUG QVAKOVTEG O° AUTO OMIANTEG TNG, AVEEAPTNTA ATTO T

B TtV epyacia autr] dsv TTPOXWPEOUUE OTNV emegepyaaia f/kar  atnv utodeiEn €vog diyAwooou 1
TTOAUYAwooou povtéAou YAwaooiKAG d1daoKkaAiag(A.x. katrolag pop@ng euBatTiong [immersion]) d16TI cuxvd
Ta MOVTEAQ QUTA, av Kal apopouv Tn ouvuttapén OIaQOPETIKWY YAWOOWY, CGUVTNPOUV HUOVOYAWOOIKEG
10e0A0YIKEG BEaelg. Q¢ ek TOUTOU, BEWPOUNE TKOTTIUO OTNV TTAPOUCA GACH VA ETTIUEIVOUUE OTIC TIPOUTTOBECEIG
ekeiveg Tou Ba dilag@aAicouv, pEow TNG avadATnong MIOG SIOQOPETIKAG aTTd TNV TTAPadOCIaK YAWCCIKAG
TTONITIKAG, OXI MOVO Tn cuvuTTapén, aAAd Kal TNV aAANAEeTTiOpacn Twv YAwOOoWV OTO EKTTAIBEUTIKO TTEPIBAAAOV
Kal 6x1 povo (BA. Garcia 2009 Garcia and Wei 2014).
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XOPOKTNPIOTIKA TWV KOIVWVIKWY Toug Opadwyv (QUAou, nAIKiag, pépewong, KOIVWVIKAG TAENGS), AAAG
KAl TWV KEIMEVIKWYV €10V KAl TWV KOIVWVIKWVY TTPAKTIKWY TTou €¢aokouv (BA. etriong Blackledge
2005: 54-55- Ricento 2015: 68).

Ocwpolpe OKOTTIMO VA aUPIoPNTACOUNE TO EKTTAIDEUTIKO TTPOTUTTIO TOU I10€0TOU QUOIKOU
OMIANTA KaTd T diadikacia ekuddnong piag deuTePNS/EEvng YAWOOAGS Kal VA EI0AYAYOUHE auTO TOU
olayAwaoaikou/diamroAitiouikoU ouiAnti  (BA. Aevdpivou 2004: 50-1, 53) 1}, ye TOUG OPOUG TOU
Pennycook (2012: 99), 1o mpdTtutio 10U ouiAnTh 1MouU Xeipiletal TTOAAOUC yYAWOOIKOUSC TOPOUS
(resourceful speaker). 210 TTAQiol0 auTd, n yAwooa dgv Ba ekKAAUPBAVETAI WG KAEIOTO, TTANPWS Kal
ETTAKPIPWG TTEPIYPAYIUO OUCTNHA, AAAG WG GUVOAO SIOQOPETIKWY TTOPWY Ol OTT0I0I TPOPOdOTOUV
UBPIBIKEG/BIaYAWOOIKEG TTPOKTIKEG (translanguaging) (BA. Garcia and Wei 2014+ ToimmAdkou 2015-
Tsokalidou 2016). O o1dx0¢ TTAé0oV Sev Ba gival n ekPABNoN YOG €BVIKAG/ETTIONUNG YAWOTAG n oTroia
EVTOTTICETAI O€ PIA KOUYKEKPIUEVN YEWYPOAPIKI ETTIKPATEIO» TTOU CUOXETICETAI JE HI KTTETTEQACUEVN
TTOMITIOIKI] TTPAYHATIKOTATA» KAl IO « CUYKEKPIPEVN €BVOTIKY opdda avBpwttwv» (Aevdpivou 2004:
54). O1Twg XapaktnpioTIK& onueiwvel N Asvdpivou (2004: 50-51), emdiwgn Ba cival o1 pabnTtég «va
KATAOTOUV UTTOKEIPEVA-TTAPAYWYOI VOAUATOG, XPNOIMOTTOIWVTAG GA0OUG Toug SIaBECIouG Og auToug
ONMEIWTIKOUG TPOTTOUG KOl ECT» WOTE «VaA AEITOUPYOUV OTA OPIA PETAGU TTOAAWYV YAWCOWV [Kai] va
eAicoovTal OTA ETTIKOIVWVIAKA CUUBAVTO».

10.3. H di1aroAITIOCUIKN EKTTaidEuon

Mapd TG duvaTATNTEG TTOU TTAPEXOVTAI OTTO TN OXETIKN VOUOBETia, N eKTTAIOEUTIKN TTPOKTIKA
TWV OIATTONITIOMIKWY OX0Agiwv aTnVv EAAGSa «dev diagépel 1DIaiTEpa atrd auTrv oTa aXOAgia TTou dev
gival XapaktnpIiopéva wg [BIaTTONITIOHIKG Kal OTTOU QOITA 0 PeYaAUTEPOG apIBudSG aAAOYAwOowWVY
podnTwv» (Kolhidpn 2005: 124 BA. kai Kapavt{oAa 1999).

QoT1600, N dIATTONITIONIKA eKTTAIdEUON Ba TTPETTEI VA EYKAIVIAZEI Evav «TTONITIOPIKO OIGAOYO»
TTOU va Bacifetal oTnv 1I00TIIa KAl TRV apoIBaidTnTa OAWY TWV HaBNTWY —TwWV TTAEIOVOTIKWY [N
eCaIpoOUPEVWV— TTOPA Kal TTEPA ATTO TIG QUAETIKEG, EBVIKEG, KOIVWVIKEG KAl TTOMITIOUIKEG TOUG DIAPOPEG
(Aapavakng 2000 BA. emiong Banks and Banks 2004- Matd 2014). OTTwg XapaKTnpIoTIKA
emonuaivel N Todkwva (2014: 213), «SIATTOMITIOWIKY EKTTAIdEUON dEV ONUAIVEI IO HOVAXIKY TTOPEia
TWV PETAVAOTEUTIKWY KAl PEIOVOTIKWY TTANBUCHWY TTPOG TNV Kupiapxn YAWOOO Kal ToV Kupiapxo
TTONITIONO TNG XWPAG UTTOBOXAG», AAAG apopd «OAOUG PJag avegaIpETwe» (6.11.: 200). Q¢ ek ToUTOU,
«n O16aoKaAia TwV YAWOOWYV KATAYWYAS [Twv PETAVOOTWY] €ival OKOTTIMO va aTToTeAEl Baaikd
KOMMATI TwV OUYXPOVWYV TTPOYPAUMATWY dIaTTONITIONIKAG d1daoKaAiag» (6.11.). ZUJewva PE TNV
TTaPATAPNON QUTH, AV Ol YAWOOEG KATOYWYAS TWV HETAVOOTEUTIKWY TTANBUCPWY eviaxBouv oTo
TTPOYPANKA OTTOUdWYV KAl TWV TTAEIOVOTIKWY PadnTwy, 8a Byouv atd Tnv ‘atraydépsucn’ oTnv oTroia
Bpiokovtal onuepa. H agavAg diyAwooia 1 TToAUyAwooia TTOAWV  PETAVACTWY  PadnTwyv
(TookaAidou 2005) Ba kataoTei EUPAVAG Kal O YAWOOEG Toug Ba T1eBoUV O€ eKTTAIDEUTIKN] Kal
KOIVWVIKI KUKAO@oOpia Kal Peign. To yeyovog autd Ba dwaoel To Evauoua yia Tn Siaudp@waon VEWV
oUVBETWV Kal UBPISIKWY TTIONITIOHIKWY KOl YAWOOIKWY TAUTOTATWY Kal TIPOKTIKWV'* 070 TTAQicIo piag
YEVIKEUPEVNG SIATTOAITIOMIKAG EKTTAIOEUONG TTOU Ba TTaPEXETAI O€ OAOUG TOUG PJaBNnTEG TTOU SIapévouv
MovIudTEPA i TTPOCWPIVA OTNV EAANVIKY ETTIKPATEIA.

11. ZYMMNEPAZMATA IN'A TH AIAMOP®QZH NAQZzzIKHZ MOAITIKHZ ZTO MAAIZIO THZ
KPITIKHZ T'AQZZIKHZ EKIMAIAEYZHZ

2710 OeUTEPO PEPOG TNG MEAETNG POG ETTIXEIPAOAME pia TTapépBacn oTo {TNUa TNG AOKOUPEVNG
YAWGOOIKAG TTOAITIKAG, DIEPEUVWVTAG, EVTEAWG YEVIKA KAl TTPOKATAPKTIKA, éva eVOAAQKTIKG TTAQiCIO
YAWOOIKAG TTONITIKNAG, PE a@opunl To ATnua Tng diIdackaAiag TnG €AANVIKAG w¢ deuTePNG/EEVNG
YAWOOOG O€ UETAVAOTEG HOBNTEG OTO EAANVIKO OXOAgio. ZTpéWape TNV TTPOCOXN MOG OTOV MHETA-
€BVIKO AbYO Kal oTOV TPOTTO TTOU 0 AOYOG AUTOG UTTOPEI va vonuaTtodoTAOEl TOUEIG KaipIag onuaciag
yia ToV OXe0IA0UO YAWOOIKNAG TTOAITIKAG OTTWG €ival N YAWo oA, T0 YAWOTOdIBAKTIKS TTPATUTIO Kal N
OIaTTONITIONIKA eKTTAIdEUO. Avadeiaue To yeyovdg OTI N SIATTONITIOUIKA EKTTAIOEUON PTTOPET VO QEPEI
OTO TTPOCKAVIO TIG YAWOOEG KATAYWYNAS TWV HETAVOOTWY PaBNTWV KaBIoTWVTAG TIG, Padi pge tnv

14 TXeTIKG pE TNV €vvola TNG MOAMouIKAS uBpIdIkGTATac (cultural hybridity) onuavTikr] sival n cupBoAr Tou
Bhabha (1994), evég ammd TOoUG PBOCIKOTEPOUG EKTTPOOWTTOUS TWV METATTOIKIOKWY OTTOUdWY, O OTT0i0g
emonuaivel 611 N TTONTIOMIKA  UBPIBIKOTNTA QvTIOTPATEUETAI KOl UTTEPPaivel TIG Kupiapxes ‘kKabapég’
KATNYOPIOTTOINCEIG TTOU TTpowBouvTal Kal eTTIRAAAOVTAl TTAYKOOHIWG atrd Tov SUTIKO TTOAITIOUO.
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eANVIKN, d1aB€a1poug TTOPOUG yia Th oUVOeon SIOTTOANITIOMIKWY VONUATWY KAl TAUTOTHTWY aTT0 OAOUG
TOUG MaBnTég. 27 éva TETOIO KOIVWVIKG Kal eKTTAIOEUTIKO TTEPIBAANAOV evioxuong Tng Olapkoug
aAAnAetTidpaong kai aAANAOTPO@OdATNONG TWV YAWOOWYV HE TIPAKTIKEG BIAYAWOOIKOTNTAG, N
O1daokaAia TNG YAWOoOoag PTTopei va attodeopeudei atrd 10 YAwooodISAKTIKG TTPOTUTTO TOU QUOIKOU
OMIANTHA Kal va uloBeTACEI auTd TOU BIaYAWOCCIKOU/SIATTOANITIOUIKOU OUIANTA.

To TrpoTeIvOpevo TTAQIOI0 YAWOOIKAG TTONITIKAG Oev @IAodofouue va TTpowBdnBei péow NG
AvwBev €MIROANG atTd TNV TTOAITEIR, AAAd va DIQPOPPUVETAI KAl VO BOKIKMAZETAI aTTO EKTTAIBEUTIKOUG
TTOU  evoTepvidovTal TNV KPITIKA YAWOOIKA ekTaideuon,’  avrimapaBeTik@ TTpo¢ Tov  €BVIKO,
Eevo@OBIKO AOYOo TNG EAANVIKAG HOVOYAWOTiag n oTToia TTpoo@EépEl aUTOVONTA TO YAWOOCIKO TTPOVOUIO
OTOUG TTAEIOVOTIKOUG OMIANTEG TNG €0VIKAG YAWOOoAG. OETOUME, WG €K ToUTou, TO CATNMA KAl TO
{nToupuevo TNG oTadIoKAG PETARAONG aTrd Tov Kupiapxo €BVIKO Adyo o€ KATTOIO HOp®H HETO-EOVIKOU
Aoyou TTou ap@iofntei Ta kKaBapdaipa £€6vn, Toug KaBapOaIoug TTONITIOUOUG KAl TIG OJOIOYEVEIG TOUG
YAWOOEG, 0€ hIa CUYKUpPia OTTOU N por HETAVAOTWY KAl TTPOC@OUYWY, WG POPEWYV TTOIKIAWY YAWCSOWV
Kal TTONITIOPWY, gival SIOPKAG, AVTIMETWTIN KE TNV avalwTTupwan Tou €BVIKIGHOU Kal TTAEOV Xwpig
AVOYKOOTIKO OTOXO T MOVIUN eykatdotaon oMAG (kal) Tnv €k véou ueTakivnon. O1 KPITIKEG
YAWOOOEKTTAIOEUTIKEG WOG TTPOTACEIG ETTIOIWKOUV TN METABOAN WG TIPOG TO OXEDIAONO TG
uTTéOoTaONG TWV YAwoowv TnG emkpdteiag (status planning, PA. Wardhaugh 1992: 347).
ATTOOKOTTOUV, TTIO CUYKEKPIPEVA, OTNV ATTOOECHEUON TWV YAWOOWV KATAYWYAS TWV PETAVAOTWV
atré TN QUOIKOTTOINUEVN ATTALIWOT] TOUG, KAl TNG TTAEIOVOTIKAG EAANVIKAG aTTd TO auTOovVONTO KUPOG
TNG, YEYOVOG TTOU Ba UTTOPOoUCE Va BIEUKOAUVEI TN HETAEU TOUG AAANAETTIOpaON Kal Peign. 1o TTAQiCIO
auTto Kal UTtd QUTAV TNV TTPOOTITIKA, N €MPacn UTTOPEI va @uyel atrd TNV eAANVIK YAwooa Kal va
EVTOTTIOTEI 07 OAEG TIG BIABECINEG YAWOOEG TTOU PUTTOPOUV VA AEITOUPYACOUV WG YAWOUTIKOI TTOPOI YId
KABe padntr TTou BEAEI va oXeBIALEI KAl VA TTPAYHOTWVEI SUVANIKA, TTOAUGUAAEKTIKG KAl TTOAUQWVIKA
TNV emmikoivwvia Tou (BA. Koutooyidvvng 2014: 17). Qg €k ToUTOU, 0 OPOG KpITIK d1daoKalia ¢
yYAWooag €TTOPKEI, Kal oI evOIAPETOl TTPOCOIOPICUOI TN EAANVIKNC w¢ Oe0TEPNS/EEVNG I0WG
TTEPITTEUOUV.
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ABSTRACT

MeTd o110 pio GUVTOUN TIEPIYPA®A Twv OTOXWV Kal TG peBodoloyiag Tng utmmd €kdoaon
YPOUMOTIKAG TNG HECAIWVIKAG KAl TTPWIKNG Vg EAANVIKAG (The Cambridge Grammar of Medieval
and Early Modern Greek), n TTapougiacn ETTIKEVTPWVETAI € OPICHEVA OPPOAOYIKA KOl QuVOAOYIKA
Qaivéueva, yia Ta OTToia £XEl CUCCOWPEUTEN TTABOG OToIXEiWY KATA TN OIAPKEID TOU £PEUVNTIKOU
TTPOYPANPATOG. ZUYKEKPIMEVA, oulnTiouvTal: OTN PMOP@YOAoYia Tou PAPATOS TO 30 TTPOCWTTO TOU
TTapPATATIKOU TNG TTABNTIKAS QWVAG, TO PAIVOUEVO TNG KPAONG, N KAIoN Twv OUdETEPWY OUCIACTIKWV
O€ —Io, N TIEPIPPACTIKI AVTWVUMIa (Tou) AGyou pou, Kai O AEEEIG TTI0 Kal TTia. Z€ TTAUTTOANAEG
TTEPITITWOEIG TO JEYAAO TTOCO OTOIXEIWV TTOU £XEI CUYKEVTPWOEI, Hag ETTITPETTEI VO XPOVOAOYROOUE
AKPIBECTEPA TOUG VEWTEPIKOUG TUTTOUG, VA XOPTOYPAQAOUUE TTIO AETITEPEPWGS TN YEWYPAPIKN
O14d0at1| TOUG, KAl YEVIKA VO KATAOVOHOOUUE TTANPEDTEPA Ta OTAdIA £EENIENG ONUAVTIKWY YAWOOIKWV
Qaivopévwy. Mpétrel duwg va odoAoyAoouuEe OTI OpIoHEVA NTAUATA TTOU QQOPOUV TNV ICTOPIKN
€EENIEN TNG €AANVIKAG pévouv GAuTa, OI16TI dev dlaBéToupde Ta atTapaitnTa oToIXEia- &nA. ol
(avaykaoTIKA) ypaTrTéG TTNYEG PG, TTAPOAO TOoV GYKO TOUG Kal TRV TTOIKIAI TOUG, BEV PiIXVOUV QWG O€
OPICHEVEG QIVIYUATIKEG OWEIG TNG PWVOAOYIKAG KAl TNG HOPPOAOYIKNG aAAayni . EvTouToig, utropoupe
va TTOUME OTI DIOBETOUNE TWPA PIA KATA TTOAU TTANPEOTEPN KAl AETTTOPEPEDTEPN EIKOVA TNG £CENIENG
NG «dNPWOOUG» EAANVIKNG aTTo Tov 110 alwva PéXP! TIG apxég Tou 18ou.

Key Words: historical linguistics, Medieval Greek, morphology, phonology.
1. INTRODUCTION

It is undeniable that, in comparison with the Classical and Hellenistic forms of Greek, and
indeed the modern language, the Medieval and Early Modern periods of the language’s history have
been seriously neglected by scholarship. The fact that a work entitled An Historical Greek Grammar,
published at the end of the 19th century (Jannaris 1897), can still sometimes be consulted with profit
says it all. Of course, in the past the dearth of available linguistic materials partly explained this
neglect, alongside other factors such as the low prestige of Medieval Greek. Such general surveys
of the history of Greek as existed relied mainly on literary texts, usually in verse, for the medieval
and early modern periods, and the relevant editions — and consequently the linguistic data extracted
from them — were often unreliable.” Much has now changed: editions that meet modern scholarly
standards have, in most cases, superseded the texts of previous generations of editors, important
lexicographical projects have made significant progress or been completed (Kriaras 1968-, Trapp et
al. 1994-2017), the Thesaurus Linguae Graecae includes increasing numbers of medieval texts,
many more literary texts have been discovered and published, and — most significantly — in the last
few decades a wealth of non-literary material has been published and now offers itself for systematic
linguistic study.

This is the context in which we undertook the task of producing a comprehensive description
and analysis of written vernacular Greek, from ca. 1100 to ca. 1700. We use two “labels” to divide
this period: Late Medieval Greek (LMedG) from ca. 1100 to ca. 1500, and Early Modern Greek
(EMG) from ca. 1500 to ca. 1700. The chronological limits are approximate: significant quantities of
vernacular texts become available only from the 12th century, but we include material from the 11th
century when it meets our criteria, and we also relate the picture presented by our late-medieval

' Examples of such general surveys are Browning 1983 (in English) and Tonnet 2003 (in French). Both have
been translated into Greek, which is in itself not without significance.
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texts to post-classical and early medieval developments, wherever possible. At the other end of our
time-frame we include some early 18th-century texts, particularly if they fill gaps in our geographical
coverage. Among our goals are: a more precise dating of linguistic phenomena, particularly the
earliest appearance of innovative forms; the mapping of variants across the Greek-speaking world;
and, when possible, the labelling of variants according to register or type of text. It is worth
mentioning that we attach particular importance to non-literary texts such as documents, because
they usually have a specific date and provenance; our bibliography of non-literary sources contains
around 640 publications.? The outcome of more than twelve years’ work — The Cambridge Grammar
of Medieval and Early Modern Greek — is now in press and scheduled for publication by Cambridge
University Press in 2018. It will consist of four volumes and will run to more than 2,500 pages. Six
researchers — Geoffrey Horrocks, Marjolijne Janssen, Tina Lendari, lo Manolessou, Notis Toufexis,
with the present author as director — participated in the project, which was based at the University
of Cambridge and funded for the first five years by the Arts and Humanities Research Council; each
member of the team had specific responsibilities and all have contributed to the final form of the
Grammar. Consequently, this presentation also draws on the work of my colleagues.
The topics | shall discuss are the following:

Verb morphology: 3 sg. imperfect passive

Crasis of /u/ + /e/

The declension of neuter nouns in —ipo

The periphrastic pronoun (To0) Adyou pou

The words 6 and mié used in analytic comparatives and as temporal adverbs.

2. VERB MORPHOLOGY

Medieval and Early Modern Greek verb morphology is characterized by a great deal of
polymorphy, and of course this is still the case (though to a much lesser extent) in Standard Modern
Greek (SMG), e.g. épxovrav — gpxovrave — gpxovrouoav, Piholoav — pidoloave — pPihayav —
MIAGyave, gioTe — gicaoTe etc. In the period covered by the Grammar we often find a huge range of
forms filling the same morphological slot; the task is to sort them by date, geographical provenance,
register etc. If we take the 3rd person singular of the imperfect passive as an example, we “know”
that the development is from AG éypageto > MG ypagoTtav(e), and we can “explain” the analogical
processes that get us from the ancient to the modern form. But of course it’s not so simple. Our
analysis of our sources has actually identified 34 variants, of which only one is in general use
throughout the period, 11 are restricted by date, geographical area or register, while another 22
occur more rarely. The following table sets out these forms, ignoring the fact that the augment may
often be omitted.

General Restricted Rare
gypdopetov ¢ypdoeto
gypdopetove
gypagétov Eypa@éTo
gypagéTove
¢ypdpetouv
¢ypdopetolva
¢ypdopetav
gypdoevto(v) £ypagéviov
¢ypdpevtove
¢ypdpovTto ¢ypdpovtov
£ypagpovTov

2 More than 1,200 publications of non-literary texts were investigated, but many were eliminated from our data
collection for various reasons: the editions were found to be unreliable, the language had been tacitly
modernized by the editor, the documents were later (18th/19th-century) copies of lost originals, or the texts
simply did not contain the right kind of linguistic information (i.e. they were written in formal or archaizing
registers).
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gypdpouvTo(Vv)
¢ypdpouvTove

¢ypdpoTtov
£ypagpoTov
¢ypdopouTov
¢ypdoouTove
gypdovtave
¢ypdpoTtouv ¢ypdpouTtouv
£ypa@oTOoUuV ¢ypagoTouva
£ypa@oOToUvE
¢ypdpoTtou
¢ypdopovtav
gypdpouvta(v)
£ypagovTav
£ypagoTav
£ypagoTave
gypdpovtou(Vv)

The inherited form €ypdgeTo, usually with addition of final —v, is the only form that is widely
used through the whole period from the 12th to the 17th century. Addition of final —¢, £éypdgeTove, is
found in texts from Crete and the Heptanese, but also some Cycladic islands, sometimes with either
a secondary stress or stress movement. Forms stressed on the penultimate, (¢)ypagéTov, can be
found in verse texts, probably for metrical reasons, but sometimes also in prose texts:?

wg 6oov €duvéTov Dig. E 486

o1rou kaBéTov Pikimrmrog Alex. Rim. 192

Kail TTaAI dvTpeuéTov Zinos, Vatr. 141

euplokéTov appwoTn Voustr., Chron. A 32.14; ekaBétov €Ig TNV okdaAav ibid. 38.11

The form ¢ypdevTov, also with deletion of final —v, occurs in texts from various areas from the
14th century onwards. Forms in —ouvto(v) appear from at least the 16th century in texts from
southern areas (Crete, Peloponnese, certain Cycladic islands), but also in texts from Chios and
elsewhere, and in the grammars of Germano and Portius.

KeitouvTov Aitolos, Ais. Myth. 18.4

éAagppwvouvTtov Kornaros, Erot. 1.1758

¢kdBouvTov Kallioup., Kaini Diath. Matth. 15.29
eupiokouvTov (1735, Kimolos, Ramfos 1974: 37, 65.6-7)

The endings —otou(v), —6touv(a) and —6touve are found from the 17th century onwards in
texts from the Heptanese and the Peloponnese. In northern areas we often find the plural forms
used also for the singular:

ApxovTav (1565, Prousa, Patrinelis 1988/89: 1, 47.8)
Toug e@aivovTtav Chron. Ps.-Doroth. 233.14
av Apxovtav ¢évog Papasynad., Chron. | §29.19

3 Within each list the examples are arranged in approximate chronological order. Examples from literary works
are cited by author’'s name (if known) and abbreviated title. Examples taken from non-literary texts give (in
brackets) the date of the original and place of writing (if known), together with an author-date reference with
number of document, page and line. These references are not included in the bibliography to this article, as
that would result in an extremely long list, but they will of course be found in the published Grammar. The
orthography and accent system of the examples are those of the relevant editor, except that those taken from
diplomatic editions have been normalized.
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but such forms occasionally occur in other regions too. The SMG endings —6tav and —étave first
appear in texts from western areas (the Heptanese, Peloponnese, Central Greece), but not before
the 17th century:

wvopaléTav (1683, Gortynia, Yannaropoulou 1972: 95, 322.3)

euplokoTave (1641, Ithaca, Zapandi 2002b: 233, 190.4)

¢BplokoTave (1682, Kefalonia, Alexopoulou/Viachou et al. 2009: 263, 241.20)
va éotekdTave Efthym., Chron. Gal. 46.15

It would therefore be difficult to defend a straightforward linear development from an original
—eT10 to —6T1av. Rather, the form which eventually emerges as “standard” is one of a large number of
variants in use over a lengthy period, but it first appears in written texts only towards the end of the
Early Modern period. The amassing of a large amount of data shows the complexity of the evolution
of certain verb endings, with different variants co-occurring in the same text or the same
geographical area for centuries. Some of these variants survive, of course, in the modern dialects
and such historical data will certainly be of interest to dialectologists. However, | should make it clear
that this Grammar does not set out to write the history of the Modern Greek dialects; that would
require more and different data, as well as the resolution of thorny theoretical issues.

3. CRASIS

The phenomenon of crasis, as it exists in LMedG and EMG, is frequently misunderstood,
mainly because its MedG and MG instantiation is different from that in Ancient Greek. The
orthography used by editors may also obscure what is actually happening. Crasis is the coalescence
of two adjacent vowels to produce a third, different vowel: in the case of MedG and MG it affects
only the vowel sequence /u/ + /e/ within a phonological unit, resulting in /o/. It can occur word-
internally, and here the commonest example seems to be the imperative or imperfect dko < Gkoue:

Kai B¢g 10 volv oou Kai dko Ta KaAd Spaneas V 46 (ms dated ca. 1200)
ako 10 Tivta Aéyel Dig. E 517; ako kai 1i To0 Aéyel ibid. 560
ako GAAov aUBapa Chron. Toc. 41
ako 10 Tivta o€ AaAel Falieros, Ist. On. 535; ko Ti Aéyel ibid. 679
In the imperfect, in the sense “he answered to the name”, “he was called”, it occurs a number
of times in the 14th-century manuscript of the Chronicle of Morea:

0 Aolkag yap 1A Beveriag, pioip Apiyog kw Chron. Mor. H 335, cf. 1379, 3176,
3539, 3540, 5231, 7866, 8099

In the same text crasis occurs in the present tense 2nd person plural dkéte for AkoUeTE:
wg 10 akWTe Chron. Mor. H 8911

There is one other word where possible evidence for internal crasis has been brought to light
(see Andriotis (1956) 3): Aéoai instead of Aoueoal in the Poulologos. But it is necessary to hunt for
it in the apparatus criticus of the edition by Tsavari, as it occurs in only one manuscript, dating from
the second decade of the 16th century:

Aéoai V, Aoloai L, Aoveoar C, C?, houyeoai P (Poulologos 147)

However, crasis is mainly found at word boundaries in the following contexts: (1) the weak
personal pronoun pod, cod, 100, (2) the relative pronoun or adverb 01moU/moU, (3) the interrogative
adverb 100, in each case followed by a verb with syllabic augment é- or stem beginning with /e/.
The phenomenon of crasis is described and discussed by Andriotis (1956) in some detail, though
he was unable to date its origin, beyond saying that the first secure attestations are in the Chronicle
of Morea — the imperfect form éko that we have just seen. We can now add two much earlier
attestations of the phenomenon from a 12th-century Latin-Greek glossary (Aerts 1995: 204):
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po ne ofo castro? Po ne strata oto castro?
Téval W{g} 10 kAaTpo; TTéval oTPATA W{S} TO KACTPO;

The next appearance is in the poem Spaneas, the manuscript of which is dated late-12th/early-
13th century. We then find it in several romances and other vernacular texts dating from the
14th/15th century:

otoxel kékkivov Poulol. 336

oTTOX0UV Xpeiav peyaAnv Pol. Tr. 6736 app. crit. (V)
gfrav TNV 10 Tévai Liv. V 2770

kai mévai; [Andr. Palaiol.], Kallim. 1110

omrwpRavav 1€¢ ok&Aeg Chron. Toc. 100

It also occurs in documents from various areas, from the early 16th century onwards:

auTol o1Toval kai 6 doukag (1508, los, Patramani 1989/90: 3, 174.51)

podeiav (1513, Corfu, Karaboula/Paparriga-Artemiadi 1998: 9, 28.10)

10X€I OidovTa (1538, Crete, Mavromatis 2006: 434a, 343.6)

otroyopacev (1538, Crete, Mavromatis 1994a: 9 [©°], 241.4-5) < OTTOU £ydpacev
10 Xwpde! orokpdaTel (1550, Kefalonia, Vayonakis et al. 2001: 36, 77.27)
moxouev (1570, Andros, Polemis 1999a: 1, 9.13)

It continues to be found in literary and non-literary texts right to the end of our period and
indeed beyond.

mévai (1685, Gortynia, Gritsopoulos 1950: 27, 134.6)
otmrooTelAig (1698, Thessaloniki, Katsanis 2012: 7, 65.13)
Twkape Efthym., Chron. Gal. 59.22

In the relevant study Andriotis (1956) collected a considerable amount of evidence for crasis
from modern dialects: Epirus, Thessaly, Ithaca, Southern Italy, Kimolos, Corsica, Cyprus, Lesvos,
Limnos, Macedonia, Megisti, the Peloponnese (Arcadia, Mani, Messinia), Rhodes, Samos,
Skopelos, Sfakia, Tsakonia, and Chios. He also noted its appearance in folk songs and certain 19th-
and 20th-century poets.

To sum up, the fast speech phenomenon known as crasis exists, in its Modern Greek form,
from at least the 12th century, when it appears in a phrase-book possibly intended for the use of
travellers or crusaders. Thereafter, it occurs widely in both literary and non-literary texts; it is
especially frequent in Crete, the Cyclades (Andros, Naxos, Santorini, Syros), the Heptanese
(Kefalonia, Corfu, Ithaca, Cythera), but is also attested from other areas such as the Peloponnese
and Macedonia. Our Grammar database contains 87 examples drawn from texts ranging from the
12th to the early 18th century. In fact that number could be considerably increased since, when a
form is frequent in a given text, we normally enter only a couple of representative examples in the
database. All the evidence indicates that crasis of /u/ + /e/ is a very common phenomenon in LMedG
and EMG. Triantafyllidis even thought it appropriate to mention it in his grammar (1941: 78), though
he related it to poetic language and cited examples only from Valaoritis and Gryparis.

4. NOMINAL MORPHOLOGY

In the domain of nominal morphology, | shall comment on an innovative declension of neuter
nouns, those in —ipo, e.g. MG ypdayiyo, otrdoiyo, TpEgiNo. The singular form derives from the
substantivized use of the neuter of adjectives in —ipog. Such forms are already found in Ancient
Greek (AG) from Homer onwards (Chatzidakis 1934: 164-72), but the nominal suffix —ipo(v)
becomes productive in the early medieval period, in texts such as Byzantine chronicles (see Psaltes
1913: 286-7 for examples), and many new lexical items are generated from perfective verb stems,
e.g. kpiowyov, dégiuov, otéwiyov. Initially they are declined as neuter nouns in —ov, but by the 9th
century we begin to see alternative forms modelled on the —pa paradigm:
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Td deipata Twv BaolAéwv Parastaseis syntomoi 67.3 (8th/9th c.; 11th-c. ms; ed.
Preger)

OAa 10 TTAgiova auTol petaoTaciyata De Ceremoniis 51.14

€i¢ T petaotaaipata Theoph. Cont., Chronogr. 430.2 (10th c.; 11th-c. ms; ed.
Bekker)

TTOAAG SIkaoipata kai ouvinTAoelg éaxnkoTeg (1080, Athos, Lemerle et al. 1970: 40,
225.8)

In the late medieval period the paradigm becomes even more productive, with a host of new
words, including some from non-sigmatic aorists that do not survive in SMG, e.g.
ENBIPO(V)/EpTIHO(V). Here are some examples:

€av oudEV yévetal kpd&iuov (ca. 1300, Cyprus, Simon 1973: 61.192)

1O YEPWIPOV EpXETOV €ig Euévav Chron. Mor. H 7656

Téaipov 100 MNooouutrekn Chron. Toc. 440cap

Kai TO €pTiov TO OIkd oag Exdpapev 1o (1481, Crimea, Grasso 1880: 119, 168.4)
70 KATIUOV oou gi¢ TRV Aeukwaoiav Machairas, Chron. V 372.11

€va KaAOV Kai ayaTrnTikOv oigipov Fior 78.22-3

T0 pigiuov TV Kak®v Epywv Dam. Stoud., This., Logos 6, (6v.25 (1561)
TTapakivoUpevol amod 10 koitd&iuov Thavm. Nikon Metan. \V 36

WOoTTEP OKIAEIWOV va T& poPepilw Vios Aisop. K 152.13-14

10 QeUgipo va pdBouaoiv Petritsis, Dig. O 874

For the genitive singular two alternative forms are in competition, just as for the original neuter
nouns in —pa: -ipatog and —udrou, while —ipou, with or without shift of stress is much rarer. Some
examples of the two types:

aveu @Taioipatég yag Chron. Mor. H 5130

Aéyoug wg dikaaipaTtog Liv. a 365, Liv. V 333 and Velis. x 411

@oBolual ék Treaipatog (post 1461-ante 1512, Constantinople?, Lehfeldt 1989:
109.2d)

100 oTacipatég oou (17th ., Unknown, Delatte 1924: 10, 79.16)

TTEPI kavevol dIKaoludTou Assizes B 438.28

100 piyiydTou Assizes A 47.30

€ig TOV Kaipov 100 oTewiudTou Tou Machairas, Chron. V 320.22-3; pé 1a kaptla T00
payipdrou ibid. 540.30

okadIov ykaAeaipdarou (1601, Crete, Bakker/Van Gemert 1987: 130, 143.15-16)

ME paoTopid TTOAAR T00 KTIoIudToUu Kornaros, Erot. 111.394

There is insufficient evidence to discuss either regional variation or change over time, mainly
because, in the nature of things, genitives for such lexical items do not occur very frequently. There
are far more occurrences of the nominative and accusative plural, where the ending —ata is well
established:

ypa@el 0 votdpiog kai T& Tagiyata (ca. 1300, Cyprus, SIMON 1973: 63.9)

BawiuaTta, payiuata Ptoch. Il 36

€ic T GAa KpioiyaTa Assizes A 66.16

OdoiwG Kai ... T& kowipata Machairas, Chron. V 506.31

ETTAPAV Kal Ta ypayiuata Voustr., Chron. A 178.13

€ig T KpuokAeyipaTta Fyll. gadar. 146

TG aTTopovapla e0Tiaoipartd Tou (1538, Crete, Mavromatis 2009: 703, 546.12)

EpxouvTav Ta KATEPYa Kal OAa ta TTAcuaipata Chron. Ps.-Doroth. 232.21-2

016 GAAa TToAAG TrTangipaTta (16897, Naxos, Sifoniou-Karapa et al. 1982/83: 868,
1161.30)

€ig OAa Ta kpioipaTa (1695, Syros, Drakakis 1967: 1, 303.52)
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T KTIGiMaTa Quod Ta Kornaros, Erot. 111.126

It is interesting to note that while the paradigm, with genitive singular in —ipatog, survives intact
in SMG (while —ipdTou is the regular form in the dialects), usually denoting the action of a verb, those
relatively few lexical items in MedG and EMG that also denoted objects or abstract concepts have
fallen out of use: (e.g. TTAcUOIpO(V) “ship”, déoiuo(v) “gift”, kpioipwo(v) “court case”). It might be
thought that, since MG nouns in —1po constitute a “mixed” paradigm that is not found in AG, they are
a recent “demotic” development. In fact research shows that these formations go back to at least
the 9th century; throughout this time the paradigm has had a wide geographical distribution and has
been a productive source of new lexical items.

5. THE PERIPHRASTIC PRONOUN (TOY) AOI0Y MOY

The periphrastic personal pronoun (to0) Adyou pou/cou/tou etc., which is of disputed origin,
has a wide distribution in LMedG and EMG texts of all kinds. This pronominal phrase consists of the
genitive singular of the noun Adyog followed by the possessive (clitic) pronoun appropriate to the
person it refers to. In EMG, that is only from the 16th century, it may be preceded by the definite
article 1o0. It functions as a personal pronoun, which may be the subject or object of a verb, but most
often it is governed by a preposition. In Cypriot texts it occurs only with the preposition did/yid.
Examples of these uses:

O&v £xel Ti va kaun 100 Adyou Tou (1565, Prousa, Patrinelis 1988/89: 1, 47.7) (subject)

TOV TIATEP ZWPPOVIO, Kai EAdyou pou Efthym., Chron. Gal. 65.10-11 (object)

va Paong amd Adyou Jou Tig Kai Tivog UTTdpxw Velth. 1244 (after a preposition)

TNV ¢nuiav TV £Ewdiaoev O kapaBokupng dia Adyou Toug Assizes A 48.29 (after a
preposition)

In the oblique cases it sometimes refers back to the subject (i.e. it is used reflexively) or it can
resemble an intensive pronoun (‘I myself” etc.), e.g.

AéyovTtag To0 Adyou Tou pakapiwTtaTov (1692, Bucharest, Papastratou 1981: 4, 51.43-
4) (reflexive)
TOU Adyou oag va 1o @TiIdoeTe Diig. Alex. K 359.14 (intensive)

In addition, it may function, in the second and third persons, as a politeness strategy, in place
of the simple personal pronoun.

The origins and development of the periphrasis have been discussed at some length by Pernot
(1923) and Spyridakis (1939), but a number of problems remain unresolved. Spyridakis follows
Meyer in tracing the periphrasis back to the phrase €ig Adyov, “for the sake of, on account of”, via
O1& Adyou + gen. He further notes that in post-classical Greek Adyog frequently has a financial sense
(= Aoyaplacpdg), in expressions of the type €ig Adyov 100 O¢ivog (e.g., in the New Testament,
EMCNTM TOV KAPTTOV TOV TTAgovadlovTa €ig Adyov U@y, “to your account”, Philippians 1V.17). He
argues that since such expressions had the same sense as prepositional phrases involving personal
pronouns, there arose new constructions of the type amo Adyou pou etc., and later with petd and
01d. Pernot claims that To0 Adyou oou presupposes a nominative 6 Adyog oou, but recognizes that
the genitive case indicates that it was originally preceded by a preposition, specifically amré, as Korais
had suggested. The first of Pernot’s claims is wrong in my view, but the second is more convincing,
i.e. the genitive case of Adyou is due to the fact that it originally followed a preposition. But the stages
of development are still vague and there is a dearth of evidence in the Medieval period that would
support these arguments. It is necessary to prove that the phrase amo/d16/ueta Adyou + gen., existed
in the sense of “on the orders of, with the agreement of, or in favour of someone”, and then to infer
that it was reanalysed as preposition + pronominal phrase consisting of Adyou + clitic pronoun. Other
pronouns (gig/a€, uetd, yé, amd) can then be substituted, so that, for example, amd Adyou oou is
equivalent to amo oéva. At the next stage the phrase on its own (i.e. without a preposition) can
function as subject or object of a verb. The later addition of the article To0 may be to convey
definiteness or on the analogy of the reflexive pronoun phrase 100 ¢éauTtod pou. (In verse texts it may
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perhaps also serve metrical needs.) However, even in the latter part of the EMG period, the pronoun
phrase is less widely attested with the definite article than without it.*

However, an alternative course of development is suggested by the occurrence of dative Adyw
in corresponding expressions. Earlier studies (Pernot 1923: 66-7; Spyridakis 1939: 47) proposed a
passage in the Prodromic Poems as the earliest identified occurrence of the pronominal phrase: kai
Abyou pou va Aéyouat “pwuadvioe TRV TTOpTav” Ptoch. 1V 308, “and they are saying to me: ‘bolt the
door!’.” The pronoun phrase Adyou pou functions as an indirect object (“to me”); however, other mss
give Aoyw pou (H, 14th c.) or Adyou pag (V, 14th-15th c.), and in fact the 1910 edition by Hesseling
and Pernot adopts the reading of H. However, in his later article Pernot (1923: 67) suggested that
AOyw was simply a “correction savante” by the copyist and Adyou pou should be restored. But it is
not the only example. We may compare: v o’ €vBupion Adyw pou va ué xelipaywynong Ptoch.
(Maiuri) 6 (15th-c. ms) (the meaning is perhaps “on my account, in regard to me”). A dative also
occurs twice in a late 13th-century monastic document from Asia Minor: £€wBev yolv TOUTWV
EKpATNOoO AOYW Pou WoTrep PepPidIdv T (1294, Smyrna region, Miklosich/Mller 1860/90: vol. 3: 180,
286.17-18); kai T4 a1mep €KkPATNOa AOyw Hou €ig pIKpdAv pou Trepitroinaiv (ibid. 286.32-3). Here the
sense is reflexive: “for my own use or benefit, for myself”.

It is conceivable, therefore, that in these texts of the 13th to 15th centuries (the verse texts
were composed in the 12th c., but the manuscripts are later) Adyw represents the original form of
the expression. We would then be dealing with an extension of the common use of Aéyw (and later
AGyou) + genitive noun in Byzantine texts, in the sense of “for, with respect to, as” (see Trapp et al.
1994-2017 s.v. Adyog and also Caracausi 1990 for S. Italian examples of both Adyw and Adyou +
noun, e.g. Adyou TiuAuatog, Adyw Tfg povig), but now followed by a clitic pronoun. But the evidence
for grammaticalization of such forms as periphrastic pronouns is extremely thin. It is noteworthy that
the examples with Adyw appear to be from areas under Constantinopolitan influence. The Adyou
pou etc. forms could be a separate, parallel development, from prepositional phrases such as di&
Aoyou pou. However, although we cannot rule out the possibility that Adyou pou/cou/tou developed
from Aéyw by assimilation to the vowel of the singular clitic forms, | think it rather unlikely.

Once the Aéyou pou phrase is grammaticalized as a periphrastic pronoun, there is very limited
variation. In the Chronicle of Morea we find several instances where the vowel /o/ precedes Adyou
+ clitic pronoun. It is debatable whether this should be regarded as the masculine nominative of the
definite article, as some editors have assumed, or as a prothetic vowel, i.e. 6Adyou (see Pernot
1923: 66 n. 1; see also Spyridakis 1939: 50). In the last of the examples below it is clearly not a
nominative:

€ixev Kai £TTikANV 6 Adyou Tou, TOV éAéyav viE SarolBe Chron. Mor. H 1380
KaoTpov £tmoinoe 6 Adyou Tou Kai MacoaBadv 10 ékpdte ibid. 3164

ETTOIKEV KAOTPO O Adyou Tou K’ Ekpaté To Mepdkiv ibid. 3166

010 elepyeaiav kI O Adyou Tou pepidiv Tol TToAépou ibid. 7106

va 10 KpaTh 3 0 Adyou Tou | GAAou va 1O dwon ibid. 8394

We can also find, much later, a form with prothetic vowel /e/ (but never with the definite article),
e.g. £Boulndnka va ENBw Kai gic éAdyou oag Alex. Fyll. 88.30.° A further phonological variant is
gemination of /I/: in Cypriot texts, from at least the 16th c., the usual form is d1& AAGyou (or yi&
A\Gyou), which some editors write as one word: diaAAdyou.

To conclude: the periphrastic pronoun (100) Adyou pou has a wide distribution throughout the
Greek-speaking world (including Cyprus, where it co-exists with alternative expressions such as
(€£)¢autov pou), and it is found both in literary texts and in documents, for all persons, singular and
plural. Here are some examples to illustrate the geographical distribution and the different text-types
in which it occurs:

4 In the Cretan romance Erotokritos, for example, of the 60 occurrences of Adyou pou etc. only five are with
100 (and only after yé, which may suggest that it is inserted for euphonic reasons). In this text (toG) Adyou is
only used after prepositions, never as subject or object.

5 Andriotis 1983 s.v. £A6you pou attributes the initial vowel to the influence of pronouns such as éyw, éoU and
EKEIVOG.
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Cyprus:
10 AaBdvel d1& Adyou Tou Assizes B 265.11
eCeupe TTwG £uada kal AaAgic TTOAAG Adyia d1& AAGyou pou! Voustr., Chron. A 270.13
N OIKA You TTIvTwvveTal 81 AAdyou pou kai i) dikr oou TrapkateRaivvel 81 AAbyou gou Fior
136.15-16
AV BaaiAeiav ... 6TToU Eval "dnynuévn diaAAdyou oag Pist. kekoim. 700
TTOU YiveTov yid AAOyou oou, kupd pou Cypr. Canz. 37.7

Crete:
TTOAG "TTaBa yid Abyou oou Falieros, Ist. On. 85
001& Adyou Tou (1550, Crete, Manousakas 1970: 5 [E"], 295.11)
yopyo6 yopyo atrd Adyou pou B¢eg deig Tnv meBuid cou Chortatsis, Panor. 1.400
001 Adyou pou (1616, Crete, Angelomati-Tsoungaraki 1996: 4, 364.4)
€KOTTN N ypa@n 810 Adyou Twve (1622, Crete, Maltezou 1989: 358.16)
Kai B6Aw pE ToU Adyou pou T cuvTpo@id ToU yiol pou Thysia Avr. 254
014 8évDpn Auepa déxovTal GAAa @uTa €ig To0 Adyou Toug Landos, Geopon. 148.31-2
KaBévag aTd Adyou oag ioTe £deTtdl épOwpévol Foskolos, Fort. Prol. 134

Cyclades:
O1& Adyou pou (1583, Andros, Polemis 1999a: 15, 29.6)
Exw peydaAo Trapdtrovo amd Adyou oou (1638, Andros, Polemis 1999b: 9, 32.24)
v &1To10G GAAOG fiBeAe eioTal it Adyou Tou (1674, Milos, Imellos 1985/90: 330.13)
UTrTooXOMEBa B1a Adyou pag (1685, Naxos, Zerlendis 1918a: 130.32-3)
a1ro Adyou 1¢n (1686, Naxos, Sifoniou-Karapa et al. 1982/83: 647, 889.10)
TTpooeUyou 81 To0 Adyou pou Trag. Ag. Dim. 11.55 (Naxos)

Sporades:
Kail Kapiav évvolav pn £€xovtog Tivag did Adyou pou (1653, Skyros, Andoniadis 1983: 3, 144.10)

Chios:
XapTia a1mo Adyou oou (1644, Chios, Papadopoulos 1987: 24.4)
auBévTng pou yid Adyou oag B¢ ué @ihodwprion Kondar., Paides 292

Heptanese:
MAV KAaiyeTe OI' EUE, Aun KAaiyeTe did Adyou oag kai dia Ta TTaudia ocag Kartanos, P&N Diath.
437.14-15
va AdBw ypaen atmdo Adyou cou (1554, Bologna, Cataldi Palau 2000: 1, 386.9) (author from
Corfu)
001G Adyou Tou Kai 631 Toug adeApoUg Tou (1586, Cythera, Charou-Koronaiou/Drakakis 2010:
65, 51.52)
va pvéokn 1O oTriT AigTrepo 010U Adyou Tou (1636, Ithaca, Zapandi 2002b: 13, 39.9)
ouTTAlyapeTal 81 Adyou Tng Kai did Toug €pxouévoug (1693, Zakynthos, Konomos 1969e:
65.10)

Epiros, Thessaly, Macedonia, Thrace:
TTPOOKUVNOE TOV ... KUpI FepdvTiov atrod Adyou pou (15th c., Thrace, Darrouzes 1963: 8, 101.9)
Emaoyxioev did Abyou Tou Kai oUdEv 10 £duvhOn Chron. Toc. 2035
a1 Adyou Toug Eyivev (16th c., Macedonia?, Lemerle 1988: App. IV C, 237.34)
Ox1 poévov 100 Adyou oag BAGRETE, A kai TOUG adeApoug (1578, Trikala, Sofianos 1992: 6,
236.141)
o0Teg d1 Adyouv Tou oUTe Bt TRV xwpav Papasynad., Chron. |1 §30.97 (with final /n/ added)
av £épwTdTe d1a Adyou pou (1680, loannina, Veloudis 1987: 8, 301.5)
va yévng Tratépag €ig Tod Adyou pou (1696, loannina, Michailaris 1976: 4 [A"], 256.6)
gig éAdyou pou (1697, Kastoria, Mertzios 1947a: 55, 237.21)

Peloponnese:
KI 0péyeaal &md Adyou oou va 10 €xng katatdael Chron. Mor. H 6107
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6 katd €ic S1&t Adyou Tou Tol vé&x £xn KouykeaTAoel Chron. Mor. H 1395 (but with the article in
the later ms P: 6 kGB¢ €i¢ T0U Adyou Tou)

o1& Adyou pag (1571, Mani, Dokos 1972: 4, 260.29)

Eypawe TOV MTTEBEPO TOUu Kai TOoU Adyou Tou €v T Ayia [lMpoBéoel (1673, Gortynia,
Yannaropoulou 1972: 78, 320.2)

Central Greece:
OTTOU AKouae B Adyou pag (1654, Karpenisi, Stefanis/Papatriandafyllou-Theodoridi 1992: 7,
82.5)
TOV TIATEP ZWQPPOVIO, Kai EAdyou pou Efthym., Chron. Gal. 65.10-11

Asia Minor:
O&v Exel Ti va kAun 100 Adyou Tou (1565, Prousa, Patrinelis 1988/89: 1, 47.7)
pig¢e T0U Adyou oou kaTw Kallioup., Kaini Diath. Matth. 4.4
€yw O&v AUOU PE Adyou oou auvTpopog (16997, Lvov?, Papastratou 1981: 9, 69.161) (author
from Smyrna)
atrod Adyou pou (16997, Lvov?, Papastratou 1981: 9, 69.158)

The Balkans:
AABe TTPOC ToU Adyou pag (1645, Jassy, Legrand 1903: 5, 10.1)
AéyovTtag To0 Adyou Tou pakapiwTatov (1692, Bucharest, Papastratou 1981: 4, 51.43-4)
AG&Be a1ro Adyou Toug Eva BIBAiov (1692, Bucharest, Papastratou 1981: 4, 54.184)

Clearly Aoyou + clitic pronoun is a standard feature of EMG and also in wide use in the
preceding centuries, though for the moment we can’t date it securely earlier than the 14th century.
The frequent occurrence of the preposition d1d/yi& before the periphrasis, together with the fact that
in the Cypriot texts examined only this collocation is found, is in my view a possible indication that
the phrase &1 Adyou pou/oou etc. is the starting point for the emergence of the periphrastic pronoun
(to0) Adyou pou. But at present there is insufficient evidence to prove it.

6. THE ADVERBS 110 AND MNIA

My final topic is the adverb 16, used to form analytic comparatives, and the temporal adverb
md, both of which are supposed to derive, respectively, from the neuter singular and plural forms,
mAéov and TTAéq, of the comparative adjective TTAciwv. The process involves first synizesis and shift
of stress to the following vowel; it is then necessary to assume a further phonological change
involving deletion of /I/, a change not otherwise attested in MedG or EMG. Strictly speaking, the
change is from the palatal lateral approximant [A] to [j]. So:

TAéov > TTAIO(V) > 6 and  TTAéa > TTAIG > TTId

Is it possible to date the final stage, the deletion of the liquid consonant? Evidence for the forms
mo(v) (or Triov) and d is rather scarce in the period covered by the Grammar. These are the
instances that have been located so far:

1. mo(v)/rriov or md, as an adverb meaning “more”, either alone or accompanying adjectives
or adverbs (i.e. analytic comparison):

TOV TTiOV HaKpUV TOTTOV Machairas, Chron. V 14.25-26; Toug miov XaunAoug id., Chron. O 24.12

md '@koAov Cypr. Canz. 35.7; i’ Gotrpnv Trapa xiéviv ibid. 108.21; Tou v aydrrav mov apd
0pOaAuoV Tou ibid. 14.13 (and other examples in this text)

MG TTpeTTE IO TTPWTUTEPA AUTAVO VA ‘Bev kaung Alfav. 11 86

va onkwaon 10 Ma aAa@pov eopTwpav Vios Aisop. | 251.26; 16 mia BapU épTwua ibid. 251.27;
¢MTePITTATEIEY TR TTPOBUPA TTapd ToUg BAAoug ibid. | 251.36; Trwg eival ETOINOG V& TOUC
Bondron koaAAedTEPA Kai T yAjyopa Tapd 1ol Bacidéwg ibid. 275.17; nipa oag
XEIPOTEPOUG Kai TTIA avagioTepoug Trapd OAoug Toug avBpwtroug ibid. 280.21-2; ma
e0xapioTnuévn fiBeAa gioTar ibid. 282.36; fiBeAev @aiveaBal kai Ta Sikaiov ibid. 282.40

We have instances in two Cypriot texts (Machairas and the 16th-century Canzoniere), a 17th-
century Cretan text (Alfavitos 11 — though the sole manuscript may date from the early 18th century),
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and Version | of the Vios Aisopou (17th century), which has possible indications of a south-eastern
provenance.

2. the temporal adverb TTiov, Té(v) or Td = “any more”:

Otv TpétTel MO V& PEyyng Anak. Konst. 60

oUdtv éxpyaTev Trelov TiTToTEG ASsizes A 166.29-30

O¢v Exouv Triov kapiav {wrv Machairas, Chron. V 184.7-8; kai "mroikav 6pkov Triov ibid. 134.11;
TG v’ ammobapriowpev Triov va peivwpev ibid. 352.8-9; ag’ ov 1oV émfpav Tyiov dév
éyéhaoev amod v mikpiav Tou id., Chron. O 678.17-18

Kal edwkav 0pdivov PHECOV TOUG OTI TTiIoV va JeEV agrioouv Tov attooToAév Voustr., Chron. B
51.15; 61 tiov Cwrv d¢ev gixav ibid. B 134.7; va pev agrioouv Triov Tivav ibid. A 210.10

0&v owvvw oV va {Aow Cypr. Canz. 5.4; 1éTov d&v Exw OV va hE TTAnywaong ibid. 10.3 etc.
(frequent in this text)

va unv éxou mia (1688, Andros, Polemis 2001: 8, 107.10)

Again the examples are predominantly from Cyprus: the Assizes, the Chronicles of Machairas
and Voustronios, the Canzoniere. The famous AvakdAnua tn¢ KwvaoravrivomoAng is preserved in a
15th-century manuscript of unknown provenance, but Cyprus (or the Dodecanese) has been
proposed. Finally, we have a late 17th-century example in a document from Andros. Interestingly, in
these two sets of examples there appears to be no functional distinction between the forms with /a/
and those with /o/.

There is another related word where the same sound change might be expected to occur: the
“‘hyper-comparative” TTAewTEPOG > TTAIGTEPOG > TTIOTEPOG. It occurs in the Cypriot Canzoniere:

TWpa d&v atavvoiopal moTePa v pIAow Cypr. Canz. 132.13

where oTEPQ is either adverbial or a neuter plural adjective. A further example can be found in
the edition of the Cretan pastoral comedy Panoria:

XiNieG popég kal ToTEPEG Chortatsis, Panor. 1V.84

— except that it's a phantom. The manuscripts actually have mAIOTepeg (N), TTAIOTEPEG (A), TTANOTEPEG
(D). The moral is: never trust an editor, not even one of the calibre of Emmanouil Kriaras. (I intend
no disrespect to the memory of that great scholar.)

So there is no definite Cretan evidence for forms without the liquid consonant before the 18th
century. In fact in EMG Cretan texts the initial plosive is sometimes voiced — pmAid, uTAId — and
from the late 16th century a functional distinction is made between the comparative form A& or
pTTAIG and the adverb TTAIG or PTTAIG:

A @TNVO (1574, Crete, Angelomati-Tsoungaraki 2007: 150.26)

10 TTAIG GANBIVa Kopivia (1598, Crete, Bakker/Van Gemert 1987: 32, 51.14)
1O 110, TO TTAIG AKPIRO TTOU V& “XeI Thysia Avr. 649

TN UTTAEa eUXOASTEPN OTpATa (1614, Crete, lliakis 2008: 236, 224.17)

BAETTeoe, unv Tig KAung TTAIG Chortatsis, Katz. 1.30

Ti oTéKOopEoTa TTAIOV Pist. voskos 'V 2.128

TTapaypageg OV £xw UTTAIO 0TO Vol Pou Stathis 1.293

na mi pleroni bglio tivoci / v& un TAepwvn ptrAId TiBoTtol (1661, Crete, Mavromatis
1986: 10, 105.103)

But to return to the problem: how, when and where does 1TAI6O become 6 and TTAIG become
ma? On the basis of the evidence already cited, it seems that the forms without /I/ appear in written
texts from Cyprus from the 15th century onwards. The change must be seen as a simplification of
the palatalized consonant cluster, for ease of pronunciation, although no Greek parallels can be
adduced. (The awkwardness of the cluster was resolved in other areas by anaptyxis: the insertion
of a vowel between /p/ and /l/, to give A6 and TTOUAIG in certain Heptanesian idioms.) One might
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be tempted to conjecture that o was influenced by Italian pid. The problem with this theory is that
O appears in Cypriot texts before there was significant contact with Italian speakers, while it is
absent, or very marginal, in those areas where contact with Italian was most marked, i.e. Crete and
the Heptanese. So we can safely rule it out.

As we have seen, there is some limited evidence that the Cypriot development spreads
westwards to the Dodecanese, Crete and Andros by the end of the 17th century, but the data are
so sparse that we cannot be categorical. Incidentally, Modern Cypriot has the forms mki6(v) and
TKId, with the expected phonological development, while in some parts of Crete mé, mé (Kafkalas
1995) and pmé (Xanthinakis 2009) occur, as well as the inherited (u)TAI6 and (p)TAId. Eventually
the forms 1o and mma become standard in Modern Greek, but when? They are not found in any
dictionaries or grammars of Greek (Meursius, Ducange, Somavera, Vlachos, Portius, Romanos etc.)
before the 19th century, in fact not until the Lexicon of Skarlatos Vyzantios, first published in 1835.°
In the first edition (repeated in the 2nd and 3rd editions of 1857 and 1874) we find the following
entry:

MA€ov (TTpo®. Kolv. 'TIA&10, kai xud. Me1d kai Meid); and in the 2nd and 3rd editions:
MAciéTepoV (TTpo@EpeTal KOIVIDG Me1dTEPO’).

The lexicographer makes a distinction between the written forms and the common (koivg) or
“vulgar” (xudaiwg) pronunciation.” The historical linguist normally has access only to written forms.
But it would be reasonable to assume in this case that the “vulgar” forms moé and mdé were in use
well before 1835, and the evidence we might have expected to find, in written texts from the 16th to
the 18th century, is unavailable — suppressed as a result of conservative writing practices. Whether
there was a gradual spread of the forms mé and m& from the south-east (Cyprus, Dodecanese) to
the Aegean islands and the mainland, or whether the simplification of the consonant cluster occurred
independently in different places at different times, is impossible to know. However, it may be worth
noting that the forms 1Mo and ma have never — it seems —completely thrown off the stigma of
vulgarity: increasingly | notice people writing — and saying — TTAéov both for the temporal adverb and
in comparative expressions. Plus ¢a change...

6. CONCLUSIONS

This presentation has drawn on material from the Cambridge Grammar of Medeival and Early
Modem Greek, with some elaboration, in order to shed new light on five topics in phonology and
morphology which previous histories of Greek or specific linguistic studies have dealt with
incompletely, inaccurately or not at all. Our project has amassed and analysed vastly more data than
previous studies and for that reason alone the picture we present should be much fuller, more
detailed, and more reliable. But is it also clearer?

Greek verb morphology is notoriously complex. | presented just one example, the 3rd person
singular of the imperfect passive, where 34 variants have been identified. Of course they did not all
exist synchronically or in the same geographical area, but this amazing range and variety of forms
gives the lie to the simplistic picture offered by concise histories. When the SMG forms —6T1av and —
otave appear in the 17th century, they are not the sole forms in use in the regions where they are
found. Their eventual “victory” over competing forms is another story, which unfolds until the 20th
century — and beyond.

In the case of crasis, we can now be more precise about its first appearance in written texts
and our research has located it across a very broad geographical area through the Late Medieval
and Early Modern periods. We can confirm that it is a fast speech phenomenon rather than a
universal sound change, and indeed it survived in many modern dialects, as Andriotis (1956)
documented. My example from noun morphology, neuter nouns in —Igo, has similarly enabled us to
amplify the significance of a feature which had been regarded as rather marginal in the overall

6 We can also find the following entry, with a similar depreciative comment, in a grammar published a few
years earlier: “On dit encore TA€10TEPOG, vulgairement méTepog” (Schinas 1829: 36). Schinas, like Skarlatos,
was from Constantinople. | am indebted to my colleague lo Manolessou for this and other references, as well
as many helpful comments on an earlier draft of this paper.
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scheme of things. We can see it as relating to developments in other nominal paradigms, such as
the addition of —ta to the plural of neuter nouns, e.g. BapnTa, ddonTa, épyata, TTpoowTaTa, and the
competition between alternative genitive singular endings in neuter nouns in —ua.

In these three examples the analysis of a large quantity of data has considerably enlarged the
picture and added more detail and nuance to the underlying patterns, though in the example from
verb morphology it is complexity rather than clarity that we observe. My final two examples remind
us that there are still many historical linguistic problems to be solved. In such cases more data will
not help if they are not the right data. There is no reliable evidence for Adyou pou before the 14th
century that would enable us to determine whether the periphrastic pronoun derives from the
prepositional phrase d1& Adyou pou or from a dative Adyw, or even from a merger of the two. For mié
and md we lack evidence for a gradual geographical spread of the sound change, so we can’t be
sure that that is what happened; with more data from the relevant areas, from the right period, and
in an appropriate informal register we might get a clearer view. Finally, in the case of isolated
examples of a phenomenon, we should always check the reliability of the edition (editors are not
perfect). So it’s not just a question of more data: it needs to be the right data, data that we can trust,
and preferably in a register not too far removed from the spoken language. Despite these obstacles,
limitations and caveats, we now have a much clearer picture of the evolution of the Greek vernacular
between the 11th century and the beginning of the 18th century.
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ABSTRACT

H ouykekpipévn HeEAETN epeuvd TO BaBud aTov OTT0I0 01 DOUES TOU YPAMMATIKOU Yévoug oTtn M1
eTnpeddouv Tov TPOTTO TTOoU aloTTolouvTal o1 BEIKTEG YEvoug oTh 2, éTav ol TeAeuTaiol uTTopoUv va
EMTaYXUVOUV TNV TTPOTACIAKK eTTEEEPYaTia. TETol0l BeikTEG oTA EAANVIKA gival To apBpo A To
€TTiBeTO (O€ TTPpO-ovouaTikr Béon). Téoo Ta Pwaoikd (1) 6co kal Ta EAAnvIkA (M2) diaBéTouv TpEIg
TINEG yIa TO Yévog. MNMapouaidlouv, woTéoo, dIaPOPEG OTOV TPOTTO TTPAYHATWONG TOU YEVOUG,
KaBwg Ta PwoIK& JapKAPOUV TO YEVOG HECW KAITIKWV HOPPNHATWY OTO OUCIACTIKG, EVW OTA
EAANVIKG TOV avTioToixo pOAo avaAiaupavel To dpBpo ae ocuvduaoud Pe TNV KAITIKA Hop@oAoyia.
Tnv idia oTiypr o1 800 YAWOOEG HAPKAPOUV TO YEVOG HEOW KAITIKWV HOPPNUATWY OTO ETTIBETO.
Ala@opég evroTTiCovTal Kal o€ AeCIKO eTTiTTEdO KABWG 01 U0 YAWOOES dev atrodidouv TTavTa Tnv idia
TIMA YEVOUG Yia TO id10 OUCIaOTIKO (TT.X. ‘N onuaia’, apoeviké ota Pwoikd). Méow Tng pebddou
Kataypa@ng tng o@BaAuoKivnong atmoTuttwinke n duvatdTnTa TTPORAEWNG TOU EI0EPXOUEVOU
YAWGOOIKOU @opTiou KaTd TN diadikacia TTPOTACIOKAG £TTECEPYATIiag o€ TTpayuaTikd Xpoévo. 12
PWOOPWVOI POITNTEG TNG EAANVIKAG Kal 11 povéyAwoool 'EAANVES OPIANTEG ETTPETTE VA ECTIACOUV
o€ avTiKeigeva oTnv 006vn akoAouBwvTag odnyieg TTou Toug divovTav TTpo@opikd. O pwadpwvol
OMIANTEG agloTroincav TNV ETTIKAAUWN TWV dU0 YAWOOWYV OTO CUVTAKTIKO KAl AEEIKO eTTITTESO,
OnAadn emITAYXUVAV TNV ETTECEPYATIA TOU EICEPYXOPEVOU OUCIAOTIKOU BACIfOUEVOI OTO YEVOG TOU
EMBOETOU Kal OTIG AECEIG TToU PolipddovTal TO iB10 YEVOG OTIG BUO YAWOOEG.

Key Words: Névog, TTpoTaoiakn emeéepyaaia, M2
1. INTRODUCTION

Despite the great deal of studies on gender in Second Language Acquisition (SLA) during
the last two decades, research is still far from a conclusive answer with respect to the formal and
processing mechanisms involved. Concerning the former, i.e. the formal mechanisms, the question
is whether the abstract grammatical features can be transferred to the second language (L2)
(Schwartz & Sprouse 1994, 1996; Epstein, Flynn, & Martohardjono 1996; White 1989, 2003;
MacWhinney 2008 a.o). Regarding the latter, i.e. the processing mechanisms, the research should
be able to estimate the impact of L1-formal features on L2 during real-time processing. A main
perspective on this field acknowledges the role of the L1 settings during the real-time parsing in
the L2 (Dekydtspotter, Schwartz & Sprouse 2006). On the other side, there are accounts reporting
on the L2 speakers’ ignorance of the L1 formal settings while in the course of real-time processing
in the L2 (Clahsen & Felser, 2006).

In this study, we focus on grammatical gender, which we construe as an abstract formal feature
that the L2er gradually integrates in her interlanguage. Under this view, proficiency in L2 requires
mastery of all the specific means by which this abstract feature is concretely realized, a task which
seems to be largely magnified by the relative properties of the L1 (Franceschina 2001, 2005;
Hawkins & Franceschina 2004; McCarthy 2007). However, even in cases where the speakers’ L1
manifests fundamental differences with respect to gender realization, these speakers achieve high
accuracy ranging from 75% to 90% for gender assignment (Dussias et al. 2013:355, also for
overview). This striking observation, besides the implications over the formal debate, that features

" We would like to thank the audience of ICGL 13 for providing valuable feedback that improved this article.
Special thanks go also to Prof. Holger Hopp for preliminary discussions on the topic and to Prof. Theodoros
Marinis for his insightful remarks.
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are activated independently of their realization in the L1, suggests that the researcher might look a
little further by dissociating gender realization from gender processing in the L2.

Studies targeting the processing mechanisms in the course of different modalities (i.e.
production or comprehension) have highlighted the complex nature of abstract features by showing
that it may include syntactic (Frenck-Mestre 2002; Sanders & Neville 2003; Hopp 2013), lexical
(Soares & Grosjean 1984; Hopp & Lemmerth 2016) and semantic (Weber-Fox, Davis & Guadraro
2003) representations. In other words, the interaction between the components shaping the abstract
feature and the way or the degree in which the L2er accesses these components seems to form a
fruitful ground of investigation. An important aspect of this interaction is tightly related to the specific
limitations imposed by the task that is undertaken by the L2er. The addition of aging effects on the
exploitation of new abstract features in the L2, the working memory limitations and even the different
setting of learning (i.e. immersion or formal classroom setting) (for a discussion see Gruter, Lew-
Williams & Fernald 2012 and references therein) suffice to outline the puzzling nature of the issue.
In this context, the present study aims at providing new data that contribute to the discussion about
the extent to which L2ers use their ability to assign gender in order to gain advantages when parsing
gender markers.

2. PROCESSING GRAMMATICAL GENDER IN THE L2

From the above discussion we infer that L2 speakers are normally highly accurate in gender
assignment. Nevertheless, it is not as clear whether they are able to access this gender information
in on-line processing. A structure that allows us to explore the issue is DP in Greek, where gender
requires a kind of cohesion among lemmas bearing gender marking. In the example in (1) this
cohesion is manifested through inflectional agreement in the concord.

(1) ODET/masc MAVIOSADJmasc fTakeloSnoun/mase

The native speaker will start establishing cohesion upon the unfolding of the very first lexical item,
i.e. the determiner. Several studies (Bates et al. 1996; Dahan et al. 2000; Grosjean et al. 1994; Lew-
Williams and Fernald 2007; Wicha et al. 2004) have shown that, regardless of the modality, native
speakers of languages instantiating gender use this very first gender cue in the concord as a bias
that accelerates processing within the concord. In other words, native speakers use gender markers
in order to meet the conditions that will make the upcoming syntactic-lexico-semantic input more
anticipated (Kuperberg & Jaeger 2016:33, see also for a discussion of the full array of factors
determining predictability).

The question pertaining to L2ers is whether and to what extent they meet the respective
conditions to predict the upcoming linguistic load. Shifting from gender assignment to predictive
processing seems to be in principle a more demanding task that is attributed to limitations of real-
time exploitation of available recourses. To capture this shift, an appropriate experimental
methodology is required. While, traditionally, the majority of the tasks used off-line methods to
investigate gender assignment (Alarcén 2011; McCarthy 2008; Montrul et al. 2008; White et al. 2004,
a.0), comprehension or production of spoken language requires advanced on-line techniques. These
techniques, i.e. ERP studies or visual-world eye tracking, signal a pronounced shift from studies that
focus on a relatively relaxed parser to those studies exploring an exhaustively speeded one. The
latter body of studies has brought to light qualitative measurements of real-time language processing
allowing for psycholinguistic insights in the sense that the mechanism in question is distinguished
from measures recording behavioral performance (e.g. grammatical judgements) (for a discussion
see Meulman et al. 2014).

A large body of these studies shows that the extent to which the L1 and the L2 overlap with
respect to the realization of gender is a critical factor. This is highlighted by the fact that in ERP
studies L2ers show native-like patterns of sensitivity to gender agreement violations when their L1
grammar instantiates gender (Sabourin & Stowe 2008; Foucart & Frenck-Mestre 2011). Congruency
of this kind between L1 and L2 has also been found to facilitate L2ers at predicting upcoming
linguistic input by using gender cues as a reliable means to raise probability. These L2ers fixate on
target items predictively (i.e. upon the offset of the gender cue) in visual-world eye tracking showing
an efficiency comparable to that performed by natives (Dussias et al. 2013; Griter et al. 2012; Hopp
2013; Hopp & Lemmerth 2016). On the other hand, an incongruent setting between L1 and L2 is
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supposed to result in operative grammars in the interlanguage of the L2 (Keating 2009; Gillon
Dowens et al. 2010). That is to say that L2ers’ performance is subject to proficiency and the specific
structure in question (for a discussion see Gruter et al. 2012; Hopp & Lemmerth 2016).

However, a clear-cut distinction on the basis of the (mis)matching gender distinctions between
the L1 and the L2 would be a simplistic one. In a recent study, Hopp & Lemmerth (2016) review a
number of studies in gender in SLA in which a different picture emerged (e.g. Aleman Banoén et al.
2014; Hopp 2013; Tokowicz & MacWhinney 2005; Meulman et al. 2014; Loerts 2012). For instance,
participants in the above studies performed at ceiling when processing gender markers, even though
this performance could not be rooted to L1. Yet, there are studies reporting no facilitative effects
from prenominal cues even in cases in which late bilinguals or advanced learners were immersed
for a prolonged period in the L2 (Guillelmon and Grosjean 2001; Lew-Williams & Fernald 2010).
Hopp & Lemmerth (2016) concluded that the role of the L1 may vary in many aspects and suggested
a refinement of the scope and the levels at which the L1 interferes with L2 during real-time
processing. In this perspective, they focused on the lexical and the syntactic level by altering the
degree of congruency between the two languages (L1 and L2) in question. They reported
asymmetries between the two levels which, in part, are related to the level of proficiency in the L2.
L2ers with high-intermediate level of proficiency in the L2 were sensitive to the congruent underlying
syntactic setting (between L1 and L2), something resulting in predictive fixations upon target items.
This performance was maintained even in the incongruent lexical condition, i.e. for nouns that do
not share the same gender between the two languages. When turning to incongruent syntactic
setting, lexical congruency was shown to be important, as predictability was higher only in the case
of lexically congruent nouns.

In the same spirit, the present study attempts to investigate the question of whether and to
what extent the non-native speaker relies on the L1 (Russian) when the latter is in partial overlap
with the L2 (Greek) with respect to the means of gender realization. We actually explore gender
within the processing domain because we want to measure real-time performance when L2ers
encounter gender markers (i.e. articles, adjectival inflection). Do the L2 learners use gender markers
as a cue that enriches predictability? And if so, do they perform better when these markers are
realized in their L1? Does the lexical or syntactic level of realization interact with the way the L2ers
use the gender cues to predict upcoming lexical input? Do they have an equal impact on L2
speakers? To address these questions, we employed a visual-world eye tracking paradigm as a
means to follow the participants’ parsing routines with respect to gender markers in Greek.

3. GRAMMATICAL GENDER IN GREEK AND RUSSIAN

Greek and Russian are quite similar in how they encode the category of gender in their
inflectional system (see, among many others, Mackridge 1985; Holton et al. 2012 for Greek and
Cubberley 2002; Timberlake; 2004; Wade 2011 for Russian). Both languages exhibit a three-way
distinction, classifying nouns into three gender categories: masculine, feminine and neuter. With
respect to nouns denoting inanimate objects, the classification is to a great extent arbitrary; as a
result, all three gender values may be assigned to a noun with an inanimate referent:

(2) a. Greek

fakelos ‘envelope.MASC’
efimerida ‘newspaper.FEM’
vivlio ‘b00OKk.NEUT’

b. Russian
stol ‘table.MASC’
karta ‘map.FEM’
more ‘sea.NEUT’

Due to the arbitrary character of gender assignment, inanimate nouns with the same referents
in Greek and Russian may either agree in their gender values (e.g. efimerida — gazéta
‘newspaper.FEM’) or not (e.g. trapézi (NEUT) vs. stol (MASC) ‘table’). In other words, gender may be
either lexically congruent or lexically incongruent in the two languages.

Another common property shared by Greek and Russian is that they both mark gender on
adjectives via inflectional endings, as exemplified in (3):
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(3) a. Greek

mikr-6 vivlio cf. mikr-i bala
small-NEUT book.NEUT small-FEM ball.FEM

b. Russian _
malenk-aja  kniga cf. malen’k-ij stol
small-FEM book.FEM small-MASC  table.MASC

On the contrary, the two languages differ in that in Greek gender is also manifested on articles
(e.g. o fakelos ‘the.MASC envelope.MASC’; i efimerida ‘the.FEM newspaper.FEM’; to viviio ‘the . NEUT
book.NEUT’), while Russian does not use articles and hence gender marking is limited to adjectives
and —partially— nouns. Thus, on the one hand, Greek and Russian are structurally —and, more
precisely, syntactically— congruent in that they both encode gender distinctions on adjectival
endings, while, on the other hand, they are syntactically incongruent in that Greek DPs include an
additional source of gender information, i.e. the pre-nominal article (4a), which is absent from
Russian (4b).

(4) a. Greek
to mikr-6 vivlio
the.NEUT small-NEUT book.NEUT
‘the small book’

b. Russian
- malenk-aja  kniga
small-FEM book.FEM
‘the/a small book’ (depending on the context)

4. RESEARCH HYPOTHESES

Taking into account the theoretical and experimental background presented above along with
the grammatical profile of the two languages under investigation, we make the following
assumptions: First, gender processing is expected to be facilitated in syntactic structures that are
common between the two languages. In particular, we predict that L2 speakers will rely more on
adjectives than on determiners when seeking information about the gender value of a neighboring
noun (Hypothesis 1). Second, L2 speakers are expected to have an easier access to the gender
specification of nouns that have the same gender value in L1 (Hypothesis 2). Simply put, the
research hypothesis we advance is that L2 speakers perform better with respect to gender
processing in syntactically and/or lexically congruent environments.

5. THE PRESENT STUDY

Participants. In order to address the above-mentioned hypotheses, we recruited 12 Russian
speakers of Greek L2 (mean age: 23.9 years; sd = 7.9 years; 10 women) and 11 Greek monolingual
controls of matching age. The L2 participants (10 B2-level and 2 C1-level) were first exposed to
Greek after puberty (mean age: 22.1 years; sd = 7.1 years) with a minimum of 19-month immersion.

Materials and methods. We monitored eye-movements during a visual-world paradigm in
which short clauses were aurally presented in Greek (5a—d):

5) a. Kita pu ine o ble fakelos.
‘Look at where the little blue envelope is.’

b. Kita pu ine to mikré ble maxeéri.
‘Look at where the little blue knife is.’

C. Kita pu iparxi mikri ble efimerida.
‘Look at the little blue newspaper.’
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d. Kita pu iparxi mikri ble simea.
‘Look at the little blue flag.’

Each clause started with the verb kita ‘look (imperative)’, followed by a subordinate clause with
a noun referring to the targeted object.? The noun in question had either the same (5a,c) or a different
(5b,d) gender value in participants’ L1. Furthermore, although in all cases it was accompanied by
the adjective ble, in half of them it was preceded by a definite article (5a—b), whereas in the other
half it was preceded by the adjective mikros/-il-6 ‘little’.

Together with each sentence, we presented four pictures, as exemplified in Picture 1: the
target (knife), a competitor one, which in L1 shared the same gender with the Greek target word (in
this example, sun is neuter in Russian, as is knife in Greek), a non-competitor one, which had a
different gender value in participants’ L1 (as is sock, which is masculine in Russian but feminine in
Greek) and a filler one, which was depicted with a different color or size (depending on condition),
thus diverting participants’ look away from it, since the semantic content of the included adjective
was contradictory (e.g. in the sentences with the adjective ble ‘blue’ the filler was red in color).

Figure 1: Example of the pictures displayed in the visual-world paradigm

There were a total of 60 experimental sentence-picture items, equally distributed across the
following four conditions:

(6) Experimental conditions

a. Lexically congruent and syntactically incongruent condition (Cong-Art, Xa). 15 sentences,
in which the target noun had the same gender value in L1 and was preceded by an article.

b. Lexically and syntactically incongruent condition (Incong-Art, Xb). 15 sentences, in which
the target noun had a different gender value in L1 and was preceded by an article.

c. Lexically and syntactically congruent condition (Cong-Adj, Xc). 15 sentences, in which the
target noun had the same gender value in L1 and was preceded by an adjective.

d. Lexically incongruent and syntactically congruent condition (Incong-Adj, Xd). 15
sentences, in which the target noun had a different gender value in L1 and was preceded
by an adjective.

The auditory experimental items were recorded by a female native Greek speaker at a slow
rate, while special care was taken to keep the audio stimuli at a flat intonation with no prosodic cues
favoring specific items. The pictures used were culled from free internet sources.

The four crossed conditions (Cong-Art, Incong-Art, Cong-Adj, Incong-Adj) were
counterbalanced across participants, who never encountered the same item more than once. In
addition, the position of the pictures was also counterbalanced across items. There were no filler
items.

Procedure. One individual session was held for each participant. Consent forms were signed
prior to the administration of the experimental task. Participants were comfortably seated at a
distance of approximately 60-70 cm from a Tobii T120 eye-tracking 17” screen monitor (1280x1024
resolution) and received general instructions on the procedure to follow (e.g. limited head-motion).
Light and sound conditions in the environment were carefully controlled. Auditory and visual stimuli
were presented using movie type elements through Tobii Studio software. Fixation duration was

2 All nouns (60 in total; 20 for each gender) referred to inanimate objects and were of medium and high
frequency (according to the Subtlex-GR corpus; http://www.bcbl.eu/subtlex-gr/).
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recorded by the Tobii Eye Tracker applying a fixation filter to raw eye movement data (Velocity-
threshold fixation identification algorithm (I-VT); threshold of 35 degrees/second).

Each session started with a regular 5-point calibration process, followed by the written
instructions and the main experiment, during which participants were asked to look as fast as
possible at the object suggested by the voice. Audio-visual stimuli were simultaneously projected
across items. The total duration of the administration was approximately 10 minutes.

Data analysis. To detect the effect of our independent variables (i.e. L1, lexical/syntactic
environment) on the online processing of gender features, we registered fixation duration sum in two
preselected Areas of Interest (AOls), the target and the competitor pictures. We measured the
duration of fixations on these two AOIs within a 1000 ms time window starting 200 ms after the offset
of the gender cue (i.e. either the article or the inflectional suffix of the adjective) and ending
immediately before the onset of the target noun. For example, in the sentence kita pu ine o ble
fakelos ‘look at where the blue envelope is’, the timeframe we collected data from roughly includes
the pronunciation of the adjective ble and the pause after it. During this timeframe, the participants
had already perceived the gender cue provided by the article o but had not heard yet any part of the
target noun fakelos. Thus, the only information they could rely on for the identification of the target
object was the gender value.

The statistical analysis of the results was conducted in IBM SPSS 24.

6. RESULTS

Overall, as suggested by One-Way Anova (by Group) conducted, both L2ers and native speakers
make use of predictive gender cues in order to identify an upcoming noun (for target looks:
F(1,46=.889; p=.348; for competitor looks: F1,46=.092; p=.763). Moreover, as illustrated in Figure 2,
during the time window in question, the total duration of fixations on the target object is significantly
higher compared to the duration of fixations on the competitor.

Looks across participants

L2ers
target

m competitor

Natives ‘ ‘

0 0.1 0.2 0.3 0.4 0.5

Figure 2: Total duration of fixations across participants

Thus, no Group effect is found in the data of our sample. We provide some possible explanations
for this rather unexpected result in the next section.

For now, we will zoom in on the performance of the L2ers, in order to examine whether and to
what extent their looks are regulated by the syntactic and lexical condition. A 2X2 mixed design
Anova with factors Congruency (congruent vs. incongruent) as a within subject variable and
Syntactic Type (Adjective vs. Determiner) as a between subject variable indicated that both main
effects and their interaction were significant: Adj vs. Det: F1,11)=10.661, p=.008; Congruency:
Fr1,11=31.991, p<.001; Interaction: F(1,11)=25.208, p<.001). Subsequent t-tests showed that looks to
the target were not significantly regulated by congruency in the Determiner condition (f11)=-1.272;
p=.230), but they were in the Adjective condition (t11)=-5.879; p<.001); similarly, looks to the target
for the congruent conditions, were more for Adjectives than for Determiners (f11)=5.718; p<.001),
while no significant differences were revealed for looks to the target in the incongruent conditions
(t11)=.602; p=.559). We next present each of the factors examined separately, for ease of exposure.

Starting with the examination of syntactic congruency (Figure 3), looks to the target picture
revealed a significant effect of Determiner vs. Adjective condition (F1.46=11.107; p=.002), according
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to which L2ers perform significantly better when they draw gender information from the adjective
rather than from the article (f90=4.097; p < .001). This finding is in line with Hypothesis 1, according
to which L2ers are expected to encounter more difficulties in the processing of articles due to their
absence in Russian. On the other hand, no effect was evidenced for the competitor looks (F(1,46)=730;
p=.397).

Looks across syntactic conditions (L2ers)

\ \
Adjective
target

Article m competitor

0 0.2 0.4 0.6

Figure 3: Total duration of fixations for L2ers across the two syntactic conditions (Adjective vs. Article)

A similar picture is found when looking at lexical congruency, which revealed a significant
Congruency effect for the looks to the target picture (F(146=9.687; p=.003). As predicted in
Hypothesis 2 (and illustrated in Figure 4), L2ers can easier predict the upcoming noun when its
gender values in Greek and Russian are the same (target: f90=4.023; p < .001). Again no effects
were found for the looks to the competitor picture (F(1,46)=.018; p=.895).

Looks across lexical conditions (L2ers)
\ \
Congruent

target

m competitor
Incongruent

0 0.2 0.4 0.6

Figure 4: Total duration of fixations for L2ers across the two lexical conditions (Congruent vs. Incongruent)
7. DISCUSSION

Within generative framework, nouns are argued to bear interpretable features with which they
are intrinsically marked (Chomsky 1995; Carstens 2000; Bernstein 1993; Franceschina 2005).
These features accompany the noun when entering numeration and serve as a Goal to value the
uninterpretable features of D (Probe). Gender agreement is the concept that encompasses the
above function by the postulation of a check-and-delete process during which the uninterpretable
feature on D is deleted while the interpretable feature of the noun remains active®. Analysis of the
different approaches on the nature of functional categories participating in the above functions is
beyond the scope of this study. However, critical for the specific pair of languages in our study is
that D is realized in Greek but not in Russian. Could this incongruence, at the surface level, lead to
attenuation of the prediction ability in the case of our L2 speakers?

Any approach that would be based on the results of this study should be cautious in relation
to some key points presented in the previous section. In specific, we are aware of an important and,
at the same time, unexpected result concerning the natives’ performance. Unlike the predictions, the
Determiner does not exert any effect on the parser as the controls do not accelerate upon its

3 The noun will remain active by serving as a Goal for other Probes before its Case feature is checked
(Chomsky 1998, 1999, 2001).
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unfolding. Instead, the natives in our study seem to rely primarily on the gender cues encountered
upon the offset of the adjective. This result makes the investigation of the role of the L1 quite
challenging as the two sources shaping the interlanguage, namely Russian and Greek, seem to
have additive effects. To our sense, it is plausible that this result is owed to the current stage of the
analysis; the natives’ results in this paper come from a proportional —to our experimental group-
body of evidence (i.e. from 11 native speakers). We are confident* that this tendency will change by
the integration of the main body of data. However, if this initial sample gives an accurate picture of
natives’ linguistic behavior, we wish to suggest that this prominence of the adjective as a gender
marker is related to the semantic load that is also assigned to the adjective. A co-activation of the
representational make-up of the word could enhance visibility of the gender cue in the case of
adjectives.

Turning to the L2ers, several approaches (e.g. Griter, Rohde & Schafer 2016; Kuperger &
Jaeger 2016) have considered the probabilistic estimation of upcoming linguistic input as an ability
that can be influenced by many factors such as task demands, ageing or cognitive profile. By
acknowledging that the natives’ data are premature at the moment, we maintain that an attenuation
of this ability in the case of our Russian speakers could be seen as a by-product of processing
constraints that pertain to the structural differences between L1 and L2. In concrete, while the
number of features undergoing overt agreement can reduce lexical search space (Bates et al. 1996;
Guillelmon & Grosjean 2000; Grosjean et al. 1994) the absence of phonological realization of D in
Russian has a negative effect on predictive reading as there is no probe-goal relation established
between D and N with respect to gender features. Hence, the L2ers in our study do not gain from
underlying processes on D when processing its features (i.e. valued articles) due to the respective
absence of overt agreement in Russian. Moreover, the absence of a phonetically realized D in
Russian is accompanied by syncretism in noun inflection (for an overview of Russian noun inflection
see Mdiller 2004). Assuming that the L2 (i.e. Greek) instantiates syncretism within and across
inflection classes, we have a fruitful ground that could result in attenuation of predictive performance
on the basis of agreement between D and N in Greek. It is plausible that advanced learners of Greek
are aware of the fact that inflection of a noun in Greek is not invariably a reliable source of gender
classification®. Hence, the postnominal suffixes in Greek cannot compensate for the anticipated
superficial parsing of the article. This is confirmed by the fact that the adjective, on the other hand,
triggers a well-established agreement with the noun across lexical congruence due to influence from
the L1. In line with Hopp and Lemmerth (2016) who report similar results, we suggest that further
research is needed to investigate the role of syntactic congruency when contrasted to the role of an
L1 in which gender markers (i.e. pre or postnominal cues) are activated in predictive reading.

Finally, an interaction between syntactic & lexical congruency was revealed: while the L2ers
relied on adjectives to fixate predictively irrespective of the lexical (mis)matching of gender between
Russian and Greek, in the article conditions lexical congruency was a prerequisite for the emergence
of predictive reading. Given that Russian and Greek employ different gender exponents, these
results support the general claim that predictive gender assignment in L2 processing does not stem
from form-based similarities betweem L1 and L2, but from shared lexical gender nodes (see Hopp
& Lemmerth 2016 and references therein).
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ABSTRACT

It is well known that Greek underwent a major change in its accentual typology from the
Classical to the post-Classical period, shifting from a pitch-accent system to the stress accent still
attested by the modern language. On the other hand, different attempts to identify some kind of
stress element in Ancient Greek — either connected to the accent or independent from it — have so
far been controversial. Consequently, in Greek historical linguistics it is usually assumed that
segmental sound changes typically associated with stress were unlikely or impossible. Proposed
sound laws that pointed to the position of the accent as a conditioning factor have accordingly been
rejected. However, cross-linguistic research on accent typology has largely surpassed the simplistic
dichotomy between ‘pitch’ and ‘stress’, presenting instead a much more nuanced picture in which
intermediate types are quite possible. In addition, | show that several accent-driven sound changes
must be accepted already for pre-Classical Greek. On the strength of this evidence, | propose that
the role of accent in Ancient Greek historical phonology should bereconsidered.

Key Words: Ancient Greek; accent; typology; sound change.
1. INTRODUCTION

The question whether Ancient Greek (AGr) possessed some kind of stress (or ‘intensive’,
‘dynamic’) accent, and which was its relation with the pitch (or ‘melodic’, or less correctly ‘tone’)
accent, is not a new one. Since a definitively satisfying answer has eluded generations of scholars,
to raise the question again might seem at once worthwhile and over-ambitious. Rather, the goal of
this paper is more modestly to try to rephrase the question from a different perspective, in the hope
of providing a useful starting point for future research on the issue. While most recent attempts at
finding an intensive rhythm in Ancient Greek were almost exclusively based on discussion of
metrical evidence, | am going to focus on the evidence provided by (segmental) sound changes
associated with the position of the accent. | am also going to emphasise the elements of continuity
between the earlier and later chronological stages (i.e., between Proto-Indo-European and Modern
Greek), as a key to understanding the Classical state of affairs.

2. ACCENT TYPOLOGY FROM PROTO-GREEK TO MODERN GREEK: THE COMMUNIS
OPINIO
2.1 From Proto-Indo-European to Proto-Greek

Ancient Greek has traditionally been one of the main bases for the reconstruction of the
accentual system of Proto-Indo-European (PIE), together with Vedic Sanskrit, Balto-Slavic,
Germanic (preserving indirect evidence for the position of the accent via the effects of Verner's
Law), and to a lesser degree other IE subfamilies’. From this comparative evidence, the PIE
accent is reconstructed as free (meaning that it could fall on any syllable of a word) and, because
of its freedom, distinctive. Much less certain is the reconstruction of its phonetic realisation. Based
on the Vedic-Greek concordance (to which Balto-Slavic could be added), PIE accent was usually

! There is growing evidence that the PIE mobile accent was preserved until later than traditionally thought in
families such as ltalic (Vine 2012). Traces of the PIE accent in Hittite are investigated by Kloekhorst 2014.

41



inferred to be a ‘musical’ one. This view is still confidently endorsed by most specialists?, while
others take a more sceptical stance. Clackson (2007: 75-78), for example, observes that in
absence of an agreed diachronic typology of accentual change it is difficult to judge whether a pitch-
accent phase must have preceded a stress-accent one, or if both traits could have coexisted. A
period of stress-accent in PIE could help explain the quantitative ablaut e : @, which seems to have
been originally linked with the presence vs. absence of accent®, before the rise of accented o-and
zero-grades in the later stages of the proto-language; but the relationship between ablaut and
accent in PIE is notoriously difficult to interpret’. A more cautious assessment of our current
knowledge about PIE accent would be that «we can reconstruct a position of accentual prominence
in a PIE word, but we cannot securely know how that prominence was achieved» (Clackson 2007:
78).

2.2 Classical Greek

AGr shows remarkable continuity with the reconstructable PIE accent in retaining its
distinctiveness and freedom, but it also innovates in several crucial respects. The laws of limitation
arose in the prehistory of Greek, limiting the freedom of the accent to the last three syllables, and
vowel contractions created a phonological opposition between acute and circumflex intonation in
final syllables®, leading to such minimal pairs as oikol ‘at home’ : oikol ‘homes’, or pW¢ ‘man’ : PMS
‘light’. Other changes were the generalization of default recessive accentuation, and several
specific accent shifts (such as Wheeler's Law), sometimes confined to single dialects. Apart from
these important changes, the agreement between AGr and other languages preserving (traces of)
the PIE accent, especially Vedic, shows that the position of the accent in inherited words has often
«remained the same from late Indo-European until the Hellenistic period» (Probert 2006: 26)°.

At least for Classical times up to the Hellenistic age, there can be few doubts that «the most
salient perceptual correlate of ancient Greek accent — what the Greeks themselves ‘heard’ — was
pitch» (Gunkel 2014: 8), as proved by the descriptions in grammatical sources (Plato Crat. 399a,
Phaedr. 268d; Arist. Rhet. 1403b; Dion. Thr. 6.15-7.2; Dion. Hal. Comp. Verb. 41.5-7, etc.), the
terminology largely borrowed from music (tdoig, T6vog, TTpoowdia, apuovia), and by surviving
musical notation’. Comparison with the related Vedic accent, clearly described in terms of pitch in
the native Indian tradition, further reinforces this reconstruction. On the other hand, there are no
extant ancient descriptions of a stress accent (Sturtevant 1977: 102), and its existence is usually
refuted by modern scholars on the basis of both metrical and phonological considerations (see
§3.2 below).

2.3 Post-Classical and Modern Greek

As is well known, the major innovation characterising the accentual system of Medieval and
Modern Greek (MoGr) is the switch to a stress accent, or more precisely the loss of contrastive
intonation on accented syllables, while the position of the accent is still largely the same as in AGr®.
Pitch (technically defined as a function of fundamental frequency or FO) is still involved in the
phonetic realization of the MoGr accent, together with stronger intensity and longer duration with
respect to unaccented syllables. According to Arvaniti (2000, 2007: 39-54), the acoustic correlates
of stress in MoGr include increased duration, greater amplitude, and a more peripheral quality of

2 See e.g. Fortson 2010: 68, Beekes and De Vaan 2011: 155, Byrd 2015: 34. Lubotsky’s (1988) proposal
that PIE was a tone language, with the position of accent directly correlated with obstruent voicing, remains
so far isolated.

3 In the words of Beekes and De Vaan (2011: 177), «an unaccented morpheme either lost or never acquired
the vowel *e».

4 Byrd (2015: 38) explains zero-grade as a synchronic process of accent-conditioned syncope, and at the
same time maintains that PIE accent was realised as pitch.

® Circumflex intonation most likely first arose from contractions in final syllables after the loss of intervocalic
laryngeals (PIE *bhoréh2es > Proto-Greek *phoraas > AGr @opdc); see Jasanoff 2004.

® Kim (2002) makes a case for the continuity between the accent system reconstructed for PIE and that of
Attic-lonic Greek.

" On the bases for the reconstruction of AGr pitch accent see Allen 1987: 116-124; on the linguistic
use of musical terms see Ciancaglini 1999.

® Cf. Probert 2006: 26.
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vowels; syllables that are both stressed and accented® add a (not necessarily rising) pitch
movement. Some recent research (Vogel et al. 2016) suggests that, contrary to previous studies
(e.g. Botinis 1989), pitch might even be the main acoustic correlate of lexical prominence (‘stress’)
in MoGr, with duration being the main correlate of prominence at the sentence level (‘focus’).

3. STRESS IN ANCIENT GREEK?

3.1 Recent Theories

In the last few decades, at least three different theories have tried to locate some kind of
rhythmical prominence unrecognised by the traditional description of AGr accent (§2.2 above). Two
of these theories assume that this prominence was realized by stress.

3.1.1 Stress Independent from Accent

Allen (1973: 274-334, 1987: 131-139) proposed a stress prominence independent from the
pitch accent in order to account for metrical phenomena, such as Porson’s Law, which in his opinion
were not easily explicable in a purely quantitative framework. According to Allen, the native metre
of a language would likely have been based on a pattern already existing in the natural rhythm of
that language. Allen finds that certain syllables of words are preferentially associated with the
strong positions of the verse, and infers that these syllables must have possessed some kind of
phonetic prominence, which he identifies with stress.
The rules for locating stress are laid down by Allen (1987: 135f.) as follows:

«1. A stress-matrix is constituted by (a) one heavy, or (b) two light syllables.

2. Words (or word-like sequences) longer than a matrix have internal contrasts of stress/non-
stress.

3. If the final syllable is heavy, it is stressed.

4. If the final syllable is light, the next preceding matrix is stressed; except that in words of form

-~ 7 " the final disyllabic matrix may be stressed.»

3.1.2 Rhythmical Prominence Distinct from Accent

In their study of AGr prosody, Devine and Stephens (1984, 1994: 85-156) proposed, like
Allen, a rhythmical prominence independent from the pitch accent, but unlike him suggested that
the rhythm of AGr was not intensive but quantitative. They pointed out a major issue with Allen’s
theory in the fact that a double accent system (pitch and stress) coexisting in the same language
would be typologically unparalleled, and impossible to reconcile with the known historical
development of Greek: «diachronically, Greek is moving from pitch to stress implementation of
accent with the position of the accent remaining unchanged, so that a transitional stage with a
double accent is precluded» (Devine and Stephens 1984: 30). In fact, they denied the existence of
any stress element in AGr, classifying it among languages with a ‘pure pitch accent’ (see §3.2.1
below). Their own foot-based analysis recognises in the prosodic system of AGr an iambic rhythm,
where heavy syllables are prominent and light syllables non-prominent.

3.1.3 Stress as Correlate of Accent

More recently, David (2006: 52-95) proposed an elaboration of Allen’s accent theory, which
differs from the latter by linking the position of stress to the pitch accent. David interprets the
description of the AGr 1évog Bapug (‘grave accent’) in some ancient sources (especially Dion. Hal.
Comp. 40.17ff.) not as lack of accent but as a different kind of accent, opposed to the T6vog 6¢ug
(‘acute accent’); he identifies the Bapug with the svarita of Indian tradition, an automatic down-glide
following the high pitch. Under this theory, the rhythmical prominence is dependent on the position
of the pitch accent, but not necessarily coincident with it: in the case of a circumflex and of an acute
followed by a light syllable (or by no syllable at all), the locations of pitch a ccent and stress
prominence coincide; a heavy syllable following an acute-accented syllable is stressed with falling
pitch, for in this case the down-glide would have been more relevant to AGr speakers.

David’s (2006: 86) practical rules for accentuation are:

% «Accented syllables are the most common type of stressed syllable in Greek (since in most melodies all
content words are accented until the focused item is reached)» (Arvaniti 2007: 53).
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«1. Circumflex: stress strongly in relation to unmarked syllables in the word with a rise, a
break, and a heavy fall in pitch.
2. Grave: leave unstressed, or lightly stressed in relation to unmarked syllables with a slight
rise in pitch.
3. Acute: examine the following syllable; if it is a) heavy, or prepausal, stress the following
syllable heavily with falling pitch; b) light, or non-existent, stress the acute itself sharply with rising
pitch, or with a full contonation if the acute syllable is closed.»

3.2. Stress on the Accented Syllable

Among the approaches outlined in §§3.1, especially Allen’s and David’s theories have met
with scepticism; they are susceptible to charges of circular reasoning (constructing theories to fit
the very metrical phenomena they set out to explain) and of ignoring or distorting ancient
testimonia’®. Another important objection is that the stress accent of MoGr is systematically
derived from the pitch accent of the Classical language, not from these hypothetical stress
patterns; one would then be forced to admit, quite uneconomically, that such patterns disappeared
without trace. Given these difficulties, it could be worthwhile to revisit the old, now generally
abandoned idea that the pitch accent of AGr was accompanied by some element of stress on the
same syllable.

Traditionally, the idea of stress accent in AGr was rejected on the argument that this
language did not show the conditioned sound changes typical of stress-accent languages, such
as Latin, German, English, or even the later stages of Greek itself. In fact, the opposite is also
true: a number of promising sound laws have often been rejected on the basis of this a priori
typological argument, even though they were otherwise well-founded and showed good
explanatory potential (see e.g. §3.2.2.2 below). Another traditional argument comes from metrics:
the general consensus is that the accent of AGr played no role in poetic metre, which was based
on quantitative patterns, and that the placement of word-accents in verse was random. This is
usually taken to imply that the accent did not possess an intensive quality, since a strong stress
accent would presumably have interfered with a metrical rhythm not based on it"".

3.2.1 Typological Plausibility

First of all, it should be stressed that the coexistence of pitch and intensity as correlates
of the accent would be typologically unremarkable. The idea of a perfect dichotomy between
‘pitch- accent’ and ‘stress-accent’ languages is surpassed in current phonological theory (Gordon
2011: 928). The distinction between the two fundamental types has indeed a phonetic basis,
inasmuch
«stress accent differs phonetically from non-stress accent in that it uses to a greater extent
material other than pitch» (Beckman 1986: 9), such as increased intensity and/or duration.
Languages traditionally labelled as ‘pitch-accent’, however, do not constitute a single, coherent
prosodic type (Hyman 2009: 213), but show mixed ‘stress’ and ‘tone’ properties’. Ladd (2008),
for instance, argues that the presence of stress or non-stress accent, and that of lexically specified
pitch are two independent typological parameters, which can be variously combined. AGr surely
had lexically specified pitch (i.e. an opposition between acute and circumflex intonation, cf. the
minimal pairs in §2.2), while its position regarding the other parameter is less clear.

Among mixed types, Devine and Stephens (1994: 206-215) distinguish between ‘pure tonal
accent’ (exemplified by Japanese) and ‘pitch-differentiated stress’ (found in modern Swedish,
Serbo-Croatian and Lithuanian). In the former, pitch alone is the phonetic correlate of accent, while
the latter are stress-accent languages in which «the pitch component of the stress is differentiated
into two distinctive accents». According to Devine and Stephens, AGr was a language of the
‘Japanese’ type, since like Japanese its rhythmical organisation is independent of the accent, while
comparison with the ‘Swedish’ type is hindered by a lack of positive evidence for «a significant
element of stress in the Greek pitch-accent». More cautiously, Probert (2006: 57) «feel(s) that there

1% For a summary and critical evaluation of these theories, see Abritta 2014.

" Recent and ongoing research by Abritta (2015) challenges the notion that verse composition disregarded
word accents, exploring the possibility that pitch patterns were consciously employed by poets.

12 For detailed discussion of the problem, see also Van der Hulst 2011.
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is not sufficient evidence to decide between these possibilities», observing that complete absence
of stress elements cannot be inferred from the silence of ancient grammarians, who quite naturally
would have singled out pitch as the distinctive feature in both types of language.

3.2.2 Evidence from Sound Change
The last systematic refutation of AGr sound laws attributed to the effects of a stress accent is
now more than a century old (Ehrlich 1912: 117-153). While many of such laws proposed by

Neogrammarian historical linguists in the late 19t and early 20th century were doubtlessly
untenable™, others have since been (re)discovered; in my opinion, then, the matter must be
regarded as still (or again) open. In the following paragraphs, | am going to briefly examine some of
the most plausible accent-based sound laws proposed in the last decades for AGr.

3.2.2.1 Syncope

Syncope of short, unaccented vowels is among the most typical correlates of a stress
accent™. Szemerényi (1964) collected a good number of cases of syncope at various stages in the
history of AGr, and underlined the implications of his study for the understanding of the Greek and
PIE accent. Unlike in stress-accent languages, syncope in Greek appears restricted to short, non-
low vowels in a favorable syllabic environment (/VC1_C2V, with C1 a sonorant in 73.7% of cases);
it is important that the syncopated vowel is always unaccented in 65.8% of cases, mostly
unaccented in others. High frequency of affected forms also seems to be a factor. Among widely
accepted cases of syncope are fjAuBov > AABov ‘| came’, TTUKIVOS > TTUKVOG ‘close, thick’, ojopal >
oipar ‘I think’, Eoetan > £atan ‘will be’ (3 sg.), Ti TToTe > TiTrTe ‘Whatever?’. While other etymological
reconstructions offered by Szemerényi are more contentious, he has shown that accent did play a
role in the sporadic — but not utterly infrequent — phenomenon of AGr syncope.

3.2.2.2 Liquid-Sibilant Clusters

By the so-called First Compensatory Lengthening (CL), /s/ weakened to /h/ near a resonant
and then assimilated either to a preceding vowel (in most AGr dialects), or to the resonant itself (in
North and East Aeolic): e.g. Proto-Gr. *esmi ‘| am’ > Att.-lon. €ipi, Lesb. E€upi. After the liquids /r/ and
/I, however, /s/ is sometimes preserved. Wackernagel (1888) saw that the distribution was not
random, but depended on the accent: the sibilant was only preserved when the word accent
immediately preceded. This is especially evident with pairs of etymologically related words:

o PIE *kérseh2 > k6pon ‘temple, side of the head’ : PIE *korséh2 > koupd ‘cropping of hair’
o PIE *h16rsos > 6ppog (Att.) ‘rump’ : PIE *h1orséh2 > oUpd ‘tail’,
o PIE *Hwérseh2, > €pon ‘dew’ : PIE *Hworséye/o- oUpéw ‘to urinate’

Wackernagel’s insight, contested at the time of its appearance, has lately gained increasing
acceptance. As recently argued by Batisti (2017), this theory is still the best explanation for the data,
with only minor adjustments needed to account for the somehow different behaviour of *- Ls- in s-
aorist stems, where paradigmatic analogy plays a role. The chronology of this change is uncertain,
as it is more generally for the First CL. It must predate the earliest alphabetic records, but it could
be post-Mycenaean™. It is, in any event, an inner-Greek phenomenon.

3.2.2.3 Laryngeal Breaking

The so-called laryngeal breaking (LB), or Francis-Normier Law (Francis 1970; Normier 1977,
1980), describes an unexpected behaviour of the high vowels /i/, /u/ followed by laryngeals *H2/3 in
some IE languages including Greek. While the general rule predicts that any *-VH- sequence should
become *-V.- with laryngeal loss and compensatory lengthening, according to LB /i/ and /u/ gave *-
ya- , *-wa- and *-yo- , *-wo- when followed by the second and third laryngeal respectively. Olsen

'3 For a very brief survey, see Batisti 2017: 13 n. 37.

4 See Weiss (2009: 116-124) for the extensive vowel weakening and syncope brought about by the strong
stress accent of Latin.

'° See Jiménez Delgado 2006 for convincing arguments in favour of a post-Mycenaean completion of CL.
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(2009) restricted the scope of the law to originally unaccented syllables, observing that accented *-
iH2,3-, *-uH2,3- seem to follow the fate of other *-VH- sequences, becoming *- -7, *-ar - :

PIE *dih2no- > &ivog ‘whirling’ : PIE *dih2t6- > {a16¢ (— {nTéWw ‘to seek’)
PIE *pih3dhi > 101 ‘drink!” : PIE *g%Wih3wé- > {woc ‘alive’

PIE *bhuh2mm - > @Upa ‘growth’ : PIE *duh2ré- > dapdg ‘long’

PIE *yuh3smeh2 > Culun ‘yeast’ : PIE *yuh3smo- > {wudg ‘broth’

The rule must be very old, predating the earliest attestations of Greek, though not of PIE age:
similar developments are present in Armenian and Tocharian, but not in other |IE subfamilies.

3.2.2.4 Vocalization of ‘Long Resonants’

In some IE languages, the vocalisation of what were traditionally referred to as ‘long
resonants’ (now understood as resonants followed by a laryngeal, i.e. CRHC sequences) shows a
double outcome depending on accent placement in the proto-language. This rule is now accepted
for Latin, were it is sometimes known as the ‘palma-rule’ (on which see now Hofler 2017):

o PIE *pln h2meh?2 > Italic *palama (cf. Greek TTaAdun!) > Lat. palma ‘palm‘ : PIE *gnn h1t6- >
Lat. (g)natus ‘born, son’

A very similar development took place in Greek (see Rico 2000 for a survey of previous research):

¢ PIE *d'' hoto- > Bavatoc ‘death’ : PIE *d'm h2t6- > Bvntéc ‘mortal

Another parallel to the ‘palma-rule’ has been found by Olsen (1999) in Armenian, a language
very close to Greek in IE phylogeny'®; Woodhouse (2015: 268) thinks that this is another common
Graeco-Armenian development, pointing to «a period of close areal proximity», and connects it to
laryngeal breaking, airing the possibility that «Francis’ Law is essentially a special case of [the
treatment of] CRHC» (ibid., 266).

3.2.2.5 Stop Voicing after Syllabic Nasals

Olsen (1989), after describing a similar rule in Armenian’’, suggested that PIE voiceless stops
show up as voiced in Greek after the outcome of an accented syllabic nasal. This sound law was
recently rediscovered by Van Beek (2017), who provided further potential AGr evidence. This rule
would have the advantage of providing an IE etymology for the verbal root BAaB- of BAGTITW, EBAGRNV
‘to hinder, harm’ (originally a nasal present *miin gwe/o- < *miin kwe/o- from PE*melkv-
/*min kw-; cf. Sanskrit marc- , ‘to harm, injure’) and the word dekdd-, ‘group of ten’ Vedic. dasat-, ‘id.’
< *dekrin -t-, and especially the possibility of deriving the suffix -Gd- (in e.g. vipadeg, ‘snowflakes’)
from the individualising PIE suffix *-nt- (seen in Anatolian plurals in -nt-). Notwithstanding
the etymological problems it could help solving, this sound law must for the time being be considered
even more tentative than LB. As a possible addition to the number of well- known Graeco-Armenian
isoglosses, it should be considered of post-PIE but still very archaic age.

3.2.3. Preliminary Conclusions

With the exception of some cases of syncope, all the changes discussed in the foregoing
section took place in the prehistory of Greek; some of them (§§3.2.2.3-5) could be shared with, or
paralleled in, other IE languages, especially closely-related Armenian, but they all postdate the
fragmentation of PIE; others (§3.2.2.2) are ancient but clearly einzelsprachlich.

16 According to Woodhouse (2015: 265), the Arm. accented reflex is CaRC (katin < *katn? ‘acorn’ < PIE
*gwin Th2-no- = AGr BdAavog), the unaccented one CaraC (¢anac'em ‘I know’ < PIE *§nh3-sk-i-é/6-, cf. AGr
YIyVWwokw), and not the other way around as per the communis opinio.

" In Armenian, *-nt- has a double reflex: -nd- immediately after a stressed vowel, -n- everywhere else
(Olsen 1989: 234). Cf. Arm. and ‘field, countryside’ < PIE *h2ént-o- (Skt. anta- ‘end, limit, boundary’) vs.
Arm. beren ‘they carry’ < PIE *bhéronti.
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4. THE EVOLUTION TO MODERN GREEK

4.1 First Signs of a Stress Accent

The first unmistakable signs of a shift to stress accent are relatively late. Systematic vowel
syncope in unaccented syllables, different from the restricted phenomenon discussed in §3.2.2.1, is
never found to the extent typical of stress-accent languages'®. Syncope in Attic inscriptions is
frequent only in given phono-morphological contexts, and «chiefly during the Roman period»
(Threatte 1980: 395-406)".

Some peculiarities in the metrical practice of Imperial age authors writing in quantitative

metres, such as Babrius (2nd c. AD) and Nonnus (5th c. AD), have also been attributed to the
effects of the accent. The actual shift to new stress-based metres was first accomplished by

Christian writers such as Gregory of Nazianzus (4th c. AD)®. In musical practice, an increasing
mismatch between pitch accent and musical notation is also discernible through time (Devine and
Stephens 1994: 220-223).

4.2 Loss of Contrastive Vowel Length
The incipient loss of contrastive vowel length (CVL) is suggested by the confusion of long
and short vowels in spelling (e.g. 6pvUo for ouviw, Bammidwueba for ind. -6ueba); such mistakes

are frequent in Attic inscriptions from the ond century AD (Threatte 1980: 385-387), and occur even
earlier in the Hellenistic Koine, especially in private documents by less educated speakers
(Horrocks 2010: 118).

Metrical evidence for the loss of CVL comes from false quantities in verse, where
etymologically short vowels are found occupying long positions and vice versa (e.g. €ikoal scanned

as” " TinlIGIl/212701.14, 3d ¢, AD). As Threatte (1980: 386) notes, these confusions show «no
discernible relationship» with the accent, at least in Attica, suggesting that they are not necessarily
due to a change in accent quality per se?’.

4.3 The Direction of Change
The above two changes are usually seen as interrelated; however, the direction of the change can
be interpreted in opposite ways?.

If the change in the nature of the accent was earlier than the loss of CVL , a stronger stress
would have produced phonetic lengthening of accented short vowels and shortening of unaccented
long vowels, leading to a collapse of the old quantitative rhythmical pattern.

On the other hand, loss of CVL could have led to a change in accent typology by removing
bimoraic syllables, and with it the basis for contrasting acute (rising) and circumflex (rising-falling)
intonation. Assuming that «the rise in pitch had always been associated secondarily with at least
some increase in amplitude, the final result would have been a single type of word accent
characterized by both a rise in pitch and an increase in volume, but with the latter now placed in
sharper focus by the loss of contrastiveness in the former» (Horrocks 2010: 118).

Devine and Stephens (1994: 215-223) argue that the evidence supports the former
scenario, in which case the stress character of the accent would be an innovation; the latter
possibility is compatible with the hypothesis of a pre-existing stress element, even though it does
not guarantee for its antiquity.

'8 The high-vowel deletion and mid-vowel raising in unstressed syllables typical of Northern MoGr dialects
must be dated after the 12th ¢. AD and are probably unconnected to previous phenomena (Horrocks 2010:
404-406).

' Weakening and syncope of unaccented vowels appear much earlier in the Thessalian dialect; this is
usually taken as the sign of an early shift to a stress accent (Chadwick 1992, Horrocks 2010: 34; but see
Méndez Dosuna 2007: 367-377).

20 Cf. Allen 1987: 130f.

2! See Devine-Stephens 1994: 218-220 for a different analysis of metrical evidence.

22 Cf. Devine-Stephens 1994: 216.
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5. CONCLUSIONS AND QUESTIONS FOR FURTHER RESEARCH

At the two chronological extremes of the history of Greek, the safest reconstruction for PIE
accent is pitch prominence (probably not yet contrastive) possibly reinforced by intensive features,
while MoGr has a stress accent, with (non-contrastive) pitch still phonetically present in some non-
negligible measure. Thus, it is reasonable to infer that if a phonetic element of intensity existed in
AGr, we should expect to find it in the accented syllable.

In fact, we have seen that several sound changes of Proto-Greek or Common Greek date
appear to be conditioned by the position of the accent; it cannot be maintained, then, that the AGr
accent had no effect at all on the phonology. However, it is far from clear that those changes could
only be caused by the intensity (‘stress’) element of the accent, and not by pitch itself; more
systematic research into cross-linguistic parallels is needed.

On the other hand, a relatively strong stress element, even if subphonemic, must have
interfered with quantitative metrics if it was in principle independent of metrical rhythm. Theories
such as Allen’s try to reconcile these factors by positing a stress independent of the accent,
fundamentally (and a priori) coincident with metrical prominence. If stress was instead connected
with the accented syllable, it must have been relatively weak.

The most likely scenario to account for all the above evidence seems to be the following: AGr
had an accent with contrastive pitch accompanied by a relatively light, non-contrastive stress
element, which was not strong enough to interfere with poetic metre (based on syllable weight, which
was distinctive), but strong enough to act as a conditioning factor in sound change (although quite
less extensively than in true stress-accent languages), and to act as an embryo of the stress- accent
system that finally prevailed in MoGr. It seems likely that in Proto-Greek the stress element was
actually stronger, as suggested by the sound changes reviewed in §3.2.2, which are mostly
prehistorical®®, and that it became weaker at a later time, as hinted at by the scarcity of accent-
induced sound changes in the Classical era, apart from sporadic syncope, and excluding individual
dialects such as Thessalian. It is possible that this relative loss in stress intensity was due to the rise
of circumflex intonation making pitch contrastive; conversely, stress intensity became stronger again
in the post-Classical era, when contrastive pitch was being lost.

It goes without saying that a diachronic reconstruction like the one presented above is very
tentative, and should only be considered a starting point for further research. A model for research
on this issue can be found in a recent study by Adamik (2013) that tackles the other Classical
language, Latin, from a similar perspective. Adamik’s fresh discussion of the diachronic evolution of
accent quality in Latin proves two important methodological points:

1)  Sound changes testify that stress intensity oscillated through time in a non-linear fashion,
being stronger in Pre-Classical Latin and strongest in Post-Classical Latin, while it appears to have
been negligible in the Classical era®*.

2) Typological arguments should be treated with caution and checked against reliable, up-
to-date phonetic descriptions of the alleged parallels (in the case of Latin, fixed stress- accent in
Finnish, Hungarian and Czech).

It would be possible, in my opinion desirable, to apply this same methodology to the study of
Greek — both as a contribution to a cross-linguistic diachronic typology of accentual change (see
§2.1 above), and to provide scholars of Greek historical phonology with a conceptual toolkit more
up-to- date and nuanced than the over-simplifying labels of ‘stress-accent’ or ‘pitch-accent
language’.

2 Or even dating from a hypothetical period of common Graeco-Armenian development (see §3.2.3). In fact,
most of our positive evidence for AGr pitch accent dates from the Classical period or later; it should not be
used to draw categorical inferences about the nature of the accent several centuries earlier, much less to
judge which phonological processes could or could not be influenced by that accent.

24 Adamik (2013: 21) even suggests that Classical Latin may have been a language with «eine Art Pitch-
Akzent oder Tonhéhenakzent». At any rate, he acknowledges that Latin would not have been a pitch-accent
language in the usual sense of possessing contrastive pitch, since unlike AGr it did not contrast different
intonations.
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ABSTRACT

To apBpo autd TTapoudiddel Pia EUTTEIPIKA MEAETN YIO TN YPOUMATIKY KATAyopia Tou aplOuou
ota Movtiakd 1Tou opidolvTal atmd v MNovTiakA koveTnTa TG lMewpyiag. EoTmialer Tnv Tpocoxn
TTEPICTOTEPO OTO OXNMATIONO TOU OVOUATIKOU POVIAHATOG «TTANBUVTIKOG» KAl OTNV aTTOdEIEH TOU HECW
Tou pop@oAoyikou avaAuth (Morphological Analyser), mou dnuioupyriOnke pe Bdon Finite State
Technology yia 10 ovopaTiké cuoTnpa TnG MovTiakAg Kal TTEPIAAUBAVEI KAVOVEG OXETIKES E TNV KAIoN
KAl TO oXnNUaTIoPo Tou TTANBuVTIKOU apiBuou. H agapuoyr dnuioupynidnke atd tnv |. Aoutrdavitle
Kal BagiCeTal oTig TTANpo@opicg yia Ta MNovTiakd TN Mewpyiag, 6TTws auTtd atTodeIkvUovTal OTO £PYO
™G Z. MmrepikaaBiht MopgoAoyikn avaAuon tng MNovriakng tng Mewpyiag.

H peAéTn Baoiletal o€ oWPa TTPOPOPIKOU AOYOU, CUYKEVTPWHEVO HE €TITOTIIA £PEUVA, OF
OIaQOPETIKEG XPOVIKEG TTEPIODOUG, oTNnV MNovTiakr KoivéTnTa TNG MNewpyiag (6oo otn Mewpyia, 1600 Kal
otnv EAAGSa). O1 kataypagég TTpaypatoTroiionkav ammé Toug E. Kotavidn, . M1TepikaoBiAl kal Z.
2KOTTETEQ OTA  TTAQICIO TOU E€PEUVNTIKOU TIpoypAuuaTtog H emidpacn Twv TPEXOULEVWY
HETAOXNUATIOTIKWYV OI1a0IKACIWY OTN YAWooa Kal TNV EBVIKN TaUuTOTNTA, N TTEPITITWON TwV EAAGVWwV:
Oupouy kai Movrniwv tn¢ MNewpyiag, oto MavemoThuio Tou MTTIAe@eAVT TnG Mepuaviag. OAGKANpPo TO
UAIKO pe interlinear glosses cival diaBéoiuo atmd 1o yAwooiké apxeio TLA, Max Planck Institute.

21V TTapouoa épsuva egeTaleTal: (a) dAAwWON TNG YPAUMATIKNAG KATNyopiag Tou apiBuol oTa
OVOUOATA KOl OVOUOTIKEG PPACEIG, WE 1IBIAITEPN EUPACN OTO CUYKPNTIOKO TNG OVOPOOTIKAG HE TNV
AITIATIKA KAl PJETATTAACWO TOu yévoug oTov TTANBUvTIKG aplBud, (B) cupgwvia otov apiBud omv
OVOMOATIKA @pdon Tou egapTtdral Oxl POvo atmd Tnv KaTnyopia Tou yévoug, aAAd kal atmd Tn
onuaocioloyikn SIAKPIoN O AYuXa Kal EUyuxa (avBpwTriva Kal un-avepwTriva) ouciaoTiKd, (y)
IDIATEPO OXNMATIOTIKO OTOIXEIO TTANBUVTIKOU: -avr TnG MovTiakng, (8) €vdeign Tou TTANBUVTIKOU o€
ovopata Otav o apIBPoG 1 ToodTNTA EKPPAZETAI e TN BorBeIa apIBUNTIKWY ovOudTWwY, KaBWwg Kal (€)
OAAwonN Tou TTANBUVTIKOU OTIG BAVEIEG AECEIG TTOU €ival EVOWUATWHEVEG OTO KAITIKG OUOTNHA TNG
MovTiakAg atro didopes dOTPIEG YAWOOTES (ToupKikd, Pwoikd, Mewpylavd).

Key Words: Number, Pontic Greek, Morphological Analyser.
1. INTRODUCTION

The aim of the paper is to present the data in domain of grammatical number of an
understudied endangered variety of Pontic Greek (PNT), as currently spoken by Pontic-speaking
community of Georgia. The research is based on the Pontic Dialectical Corpus compiled in 2013 -
2016 at Bielefeld University within the framework of the project: The impact of current
transformational processes on language and ethnic identity: Urum and Pontic Greeks in Georgia,
funded by the Volkswagen Foundation. The corpus includes 435 media files of spontaneous and
semi-spontaneous speech recorded in Georgia and Greece. In whole 57 native-speaking informants
have been recorded, the average word count per speaker is 935 words, approximately the whole
corpus contains 53 295 words. Data were collected during different fieldwork periods (2005, 2014-
2016) in Pontic speaking community of Georgia by Stavros Skopeteas, Evgenia Kotanidi and
Svetlana Berikashvili. All the data have been glossed by Svetlana Berikashvili and are available via
the TLA archive of the Max Planck Institute for Psycholinguistics (Nijmegen, Netherlands)' to the
research community.

The discussed topics on grammatical number cover such issues as: a) number values and the
forms of marking the number, including different inflectional classes (IC) and marking of the noun

' Corpus resource: TLA, Donated Corpora, XTYP Lab available at https://tla.mpi.nl/resources/data-archive/
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phrase (NP); b) the cases of case syncretism and the alteration of the gender in plural, based on
animacy distinction; c) existence of peculiar PNT number formatives, like collective suffix -and; d)
agreement in number in noun phrases; as well as €) marking the number in loan nouns integrated
into the inflectional system of PNT from different Source Languages (SL), namely, Turkish, Russian
and Georgian. On the results of the conducted research the morphological analyser based on Finite
state approach?, especially, its nominal paradigm with so called closed classes has been developed
by Irina Lobzhanidze for Pontic Greek as spoken by Pontic-speaking community of Georgia.

The paper is structured as follows: Section 1 is an introductory part. Section 2 discusses
number values and marking the number in noun. It includes 2 sub -sections for realization of
grammatical number in native and borrowed nouns. Section 3 provides discussion on marking the
NP for number, while Section 4 analyses issues concerning the computational processing of PNT
data with regards to the realization of grammatical number in nouns. Section 5 summarizes the main
findings and the outcomes of the implemented research.

2. MARKING THE NUMBER IN NOUNS

In PNT as spoken in Georgia, number is a nominal category, as in most Indo -European
languages (see Corbett 2001: 816-817 for nominal and verbal number, and Corbett 2000: 243—-264
for more extensive discussion on verbal number). Number is marked on the verb as well, but it is
nominal number which is expressed on the verb, and not a verbal one, as it indicates the number of
subjects and not the number of events. Subsequently, it is expressed by agreement with subject noun
phrase. The opposition of number values is singular and plural. Despite the fact that PNT is known
for the conservative traits and the preservation of several properties of Ancient and Medieval Greek,
it has not retained the dual number value, which was characteristic to Ancient Greek (AG). Thus,
number values of Pontic are the same as in Standard Modern Greek(SMG).

2.1 Marking the number in native nouns

Plural number is morphologically marked on nouns in PNT. The inflectional classes for Pontic
nouns can be defined in the same way as for SMG. They are based on two principles: (a) systematic
diversity of allomorphic stems and (b) different inflectional formatives, proposed by Ralli (2000: 201—
228, 2012: 118-122) for SMG declension classification. In Pontic the main difference is the existence
of inflectionally active animacy category, which causes the further division of classes in two sub -
classes one for animate [+human] and another for animate [-human] and inanimate nouns. Thus, the
first three classes: IC1, IC2 and IC3, which include masculine (IC1 -os, IC2 -as, -is, -es, -us) and
feminine (IC3 -i, -a, -e, -u) nouns are subdivided to two sub-classes based on the animacy distinction.
IC4 includes feminine inanimate nouns ending in -i,-si, -ksi, -psi, while the last four classes: IC5, |C6,
IC7 and IC8 have neuter nouns with the endings -on, -ion; -in; -0s; -man, -(s)imon and -s respectively.
Comparing two systems, the peculiarities of inflectional classes in PNT spoken in Georgia are as
follows: (a) some different phonological realization of inflectional formatives, (b) syncretism of the
core grammatical cases in plural, (c) inflectionally active animacy category and (d) neuterization of
gender in plural characteristic to some nouns (Berikashvili 2017: 36-37).

The plural formation in all these classes differs in inflection and stem formation. Generally, as
it is observed in other languages “these two devises, inflection and stem formation may occur
separately or together” (Corbett 2001: 827). In PNT as spoken in Georgia the number marking in
nouns reflects binary distinction, namely (a) in a subset of nouns inflectional markers are added
directly to the basic inflectional stem (IC1, IC5, IC6 and IC7), i.e. inflection occurs separately, while
(b) in a subset of nouns inflectional markers are added to allomorphic stems (IC2, IC3, IC4 and IC8),
inflection occurs together with the stem formation. Thus showing that two different patterns coexist
in PNT.

With regards to the stem formations, the possibilities in Pontic are as follows:

(@ Both stems for singular and plural equal to the basic inflectional stem (IC1, IC5, IC6
and IC7);

() Basic inflectional stem for plural, stem with additional vowel for singular, cf.
allomorphic stems martira — martir ‘witness’ (IC2, IC3 and 1C4);

2 Finite State Tools, xfst and lexc available at https://web.stanford.edu/~laurik/.book2software/
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© Basic inflectional stem for singular, stem with -- epenthesis for plural, realized as -ad-, -
i0-,
-ud-, for instance allomorphic stems: ma@iti — ma6itad ‘pupil’ (IC2, IC3);
(d) Basic inflectional stem for singular, stem with final -t for plural, and SG.GEN, cf.
allomorphic stems: loman — lomat ‘clothes’ (IC8).
It should be mentioned also that inflections are sensitive to number, there are different
formatives for singular and plural. The formatives of plural marking according to inflectional classes
reflect the following scheme, see Table 1:

Table 1 Plural markers in nouns

IC1, IC2 [+human] IC1 [-human], inanimate
NOM -i -us
GEN -(i)on -on
AcCC -us -us

IC4, inanimate

NOM -is
GEN -(i)on
ACC -is

IC5, IC8 IC6, IC7
NOM -a -la/-a
GEN -(i)on -(i)on
ACC -a -ia/-&

As it can be observed from plural formatives, it is often difficult and in some cases even
impossible to deduce the inflectional class of a given word by its plural form (see for the same
situation in other PNT variety Janse 2002: 216).The plural formation is also complicated by the
inflectionally active animacy distinction of nouns, which triggers case syncretism in plural. It applies
to all animate [-human] and inanimate nouns of masculine and feminine gender, see Table 2:

Table 2 Case syncretism of [-human] and inanimate nouns in PL

M. F.
-0S -as -I -a
NOM yamus ‘marriage’ minas ‘month’ vreshas ‘rain’  kosaras ‘hen’
ACC yamus minas vreshas kosaras

Whereas in the corresponding [thuman] nouns in masculine gender there are different
formatives for nominative and accusative, while those of feminine gender have formative -es for both
core cases, see (3)

Table 3 Case syncretism of [+human] nouns in PL®

M. F.
-0S -as -i -a
NOM anbropi ‘person’  andres ‘man’  adelfades ‘sister Odatéres ‘daughter’
ACC anbrépus andras adelfades O&atéres

As it can be observed case syncretism in feminine nouns is distinguished by the use of
formatives, -es (initial formative of nominative case) is used with human nouns, and -as (initial
formative of accusative case) with non-human ones.

One peculiar plural marker characteristic only to PNT is -and, which according to different
opinions (see Papadopoulos 1955: 48-49, Tombaidis 1988: 4647, Revithiadou and Spyropoulos
2012: 60-62), is (a) an unmarked expression of plurality, (b) has a negative connotation, (c) is a

3 Tables 2 and 3 adapted from Berikashvili (2017: 35-36).

53



collective affix. In Pontic Greek as spoken in Georgia this suffix mostly has a collective meaning and
is associated with animate entities, more frequently with the masculine, see (1)

(1)
érxundan i turkand
come:PRS./IPFV.PST.3.PL DEF:M./F.PL.NOM Turk:M.PL.NGEN
‘Turks are/were coming’.
[Berikashvili 2016: PNT-TRA-SN-00000-B25]

Plural formation is also complicated by the fact, that “some masculine or feminine words
referring to non-humans have a neuter plural” (Janse 2002: 216), something that is observed in all
Pontic varieties and shall be discussed below (see section 4).

2.2 Marking the number in loan-nouns

Pontic Greek spoken in Georgia is known for conduct-induced changes, as it always have
been in different multilingual environment. On the initial stage (19™ century) when one can talk about
original settlements in Georgia, Pontic Greeks were mostly bilingual in Russian, in the 20" century,
during the internal migration to the urban centres, the influence of Georgian is evident (though not
on the level of the bilingualism). After the emigration to Greece (beginning from the 90ies, 20™
century) the significant impact is also that from SG and Pontic multidialectal environment. Besides it
preserves a lot of Turkish borrowings and constructions which come from the diachronic stage and
are already integrated into the understudied variety of PNT.

The interesting issue is what happens with loan-nouns while forming plural. Generally, PNT as
spoken in Georgia has a tendency to integrate loan words into patterns of the Recipient Language
(RL) (for the integration of loan words into the patterns of Pontic see Berikashvili 2016: 255-276).
Assignment to the inflectional class is dependent also upon a phonological form of the loan’s ending.
The most productive inflectional classes are IC6 for neuters and IC3 for feminines, masculine nouns
are rarely borrowed those that are denote mostly human entities and are distributed among 1C2
(more frequent option for Turkish loans) and IC1 (more freq uent option for Russian loans) (for the
assignment of loan words to inflectional classes consult Berikashvili 2017: 110-111).

The point of interest is the plural formation in loans, are they fully integrated into the patterns
of the RL or are there some additional constraints involved. The criteria for the integration of the
loans in plural formation can be defined as follows: (a) the use of the same formatives as for the
native words, (b) following the same patterns of the IC, (c) neuterization of the gender and (d) case
syncretism of the core grammatical cases. See Table 4, 5 and 6 for the instances of loan nouns
attested in plural in the corpus:

Table 4 Loan nouns of Russian origin attested in pL

Attested form in PL IC Attested form in PL IC
abicha ‘custom’ (select. borrowing) IC6 padruges, padrukades ‘friend’ IC3
atnashenias ‘relation’ IC3 pakryshkas ‘tyre’ IC3
balonia ‘tank’ IC6 pensianer ‘pensioner’ (select. borr.) IC1orIC2
barashkas ‘lamb’ IC3 poxoronia, poxoronja ‘funerals’ IC6
bileta ‘ticket’ IC5 prablemas ‘problem’ IC3
bulion& ‘bouillon’ IC6 pratsenta ‘percent’ IC5
chashkas ‘cup’ IC3 praznika, praznika ‘fest’ IC5, I1C6
diplomé ‘diploma’ IC6 prikazia ‘order’ IC6
elementé ‘element’ IC6 prirodas ‘nature’ IC3
evroremonté ‘euro-repairs’ IC6 radiona ‘radio’ IC5
familias ‘surname’ IC3 restorania, restarania ‘restaurant’ IC6
frukta ‘fruits’ (select. borrowing) IC6 salfetkas ‘napkin’ IC3
gazeta ‘newspaper’ IC6 semiadas ‘family’ IC3
yarmonia, karmonia ‘accordion’ IC6 shashlykia ‘shish kebab’ IC6
kafetas, kafetopa.DIM ‘candy’ IC3, IC5DIM  silyotkas ‘herring’ IC3
kambanias ‘company’ IC3 sménas ‘shift’ IC3
kantserté ‘concert’ IC6 stishokia.nim ‘poem’ IC6
kartofa, kartofia ‘potato’ IC6 stold, stolia ‘table’ IC6
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kerasinkas ‘oil stove’ IC3 sutkas ‘day and night’ IC3
kilometra ‘kilometer’ IC5 traditsias ‘tradition’ IC3
klasia ‘class’ IC6 tsitrusé ‘citrus’ (selective borrowing)  1C6
kultures ‘culture’ IC3 tunelia ‘tunnel’ IC6
kursé ‘course’ IC6 udopstvas ‘comfort’ IC3
maskas ‘mask’ IC3 votkas ‘vodka’ IC3
muzikas ‘music’ IC3 visilkas ‘deportation’ IC3
muzikants, musikandas ‘musician’ IC1 yolkas ‘Christmas tree’ IC3
natsionalnostia ‘nationality’ IC6 zelenia ‘green’ IC6
natsias ‘nation’ IC3 Zhertvas ‘secrifice’ IC3
Table 5 Loan nouns of Turkish origin attested in PL
Attested form in PL IC Attested form in PL IC
adata, adatia ‘tradition’ IC6 karadlia, yaraulia ‘guard’ 1C6
axulia ‘mind’ IC6 meshadas, meshanadas, meshades  IC3
‘forest’
axulides ‘clever IC2 mejvadas ‘fruit IC3
brindzha ‘rice’ IC6 mezédas ‘food’ IC3
chairé, chairia ‘pasture’ IC6 ormania ‘forest’ IC6
chéantas, tsantas ‘bag’ IC3 pachides ‘sister IC3
chichékia ‘flower’ IC6 paradas ‘money’ IC3
chixritas ‘dragonfly’ IC3 peshkiria ‘towel IC6
chochuya ‘child’ IC5 tartania ‘hole’ IC6
chumbushia ‘humorous rhyme’ IC6 tartia ‘sorrow’ IC6
donyuzia ‘pig’ IC6 teshakia ‘mattress’ IC6
dzhaxal ‘young’ IC2 tolmales ‘dolma’ IC3
yarides ‘woman’ IC3 tsopani ‘shepherd’ IC1
jeryania ‘blancket’ IC6 ziaraté, ziaratia ‘fest’ IC6
yurbania ‘sacrifice’ IC6 zurnadas ‘zurna’ IC3
kalachia ‘conversation’ IC6
Table 6 Loan nouns of Georgian origin attested in pL

Attested form in PL IC Attested form in PL IC
churchxelas ‘churchkhela’ IC3 lobias ‘haricot beans’ IC3
chuxadas ‘chokha’ IC3 keipia ‘revelry’ IC6
laria ‘lar?’ IC6

As it can be observed from the data all loans are adapted to the patterns of the RL, i.e. they
follow the same declension rules and are integrated in the same inflectional classes. The same
formatives are used in formation of plural (except of those of IC4, IC7 and IC8, as no such instances
are attested), however the use of the peculiar PNT suffix -and is rare with loans, there was only one
example attested with this ending, muzikants, muzikandas ‘musician’ and even this example can be
explained in different ways, as there is no direct evidence of its singular form and the form of the SL
muzikant already includes ending ant. There are also some instances, when only plural form is

borrowed, see (2a and b)

(2) a.
t=emétera

DEF:N.PL.NGEN=POSS.1.PL:N.PL

‘our fruits [...]

b.
pensianér
pensioner:M.PL.NOMRussian
‘We are pensioners’

Thus there is a selective borrowing of the plural form, without parallel borrowing of the base
form (see EISik 2007: 278 for selective borrowings in other languages). Selective borrowing

ta
DEF:N.PL.NGEN

frakta
fruits:N.PL.NGENRussian

imes
be:1.pL

[Kotanidi et al. 2016: PNT-TXT-VL-00000-A06]

[Skopeteas and Berikashvili 2016: PNT-TXT-VL-00000-B21]



complicates deduction of the singular form of the noun and IC in which it is integrated. Luckily, such
examples are rare.

The neuterization of the gender in plural (see section 4) and case syncretism of core cases is
characteristic to loan-nouns as well, see Table 7 for the examples

Table 7 Case syncretism with loan nouns in PL

[+human] [-human] inanimates
NOM. yarl'demURK.SH barashkasrussian churchxelasceoreian
ACC. yarl'demURK.SH barashkasrussian churchxelasceoraian

Subsequently, the loan-nouns are fully integrated into patterns of PNT and show the similar
inflection and number formation as native nouns.

3. MARKING OF THE NOUN PHRASE FOR NUMBER

Marking of the NP for number, is usually expressed by the agreement within the noun phrase,
or by marking on the noun itself. The number agreement within the noun phrase is common in the
various types of attributive modifier: adjectives, demonstrative pronouns, articles. In PNT article in
NPs depends on morphological and semantic properties of controller, i.e. on gender, number and
animacy of the head-noun. In singular gender distinction is well-defined, while plural has joint forms
for masculine and feminine and depends on animacy hierarchy. Even in the cases when controller
nouns within NP are expressed by [-human] and inanimate nouns and as a result show gender
alternation in plural, targets agree with them with respect to the number agreement, see (3)

@)

ta mikra ta kosaras
DEF:N.PL.NGEN small:N.PL.NGEN DEF:N.PL.NGEN hen:F.PL.NGEN
traninane ke ovazane

grow:IPFV.PST:3.PL and lay_eggs:IPFV.PST:3.PL

‘Small hens grew up and laid eggs’
[Berikashvili 2016: PNT-TXT-VL-00000-B23]

Generally, there are two forms of gender alternation in plural, one for NPs, where the
phenomenon reflects the reanalysis of the grammatical gender of the determiner and another for the
nouns, where the gender of noun and morphological formatives are changed (see Berikashvili 2017:
30-32 for the discussion).

Agreement in number is observed also in the case of loan-nouns used as controllers, see (4)

4)
éxi émorfa meshadas
have:3.sG beautiful:N.PL.NGEN forest:F.PL.NGEN TurkisH

‘It has beautiful forests’
[Kotanidi et al. 2016: PNT-TXT-VL-00000-B04]

There are also instances of some nouns that show parallel use of two plurals, one with
reanalysis only of the grammatical gender of the determiner within NP, and another for the reanalysis
of both determiner’s and noun’s gender. Thus, for the noun pélemos ‘war’, the only one possibility of
PL stated by Papadopoulos (1960: 210) is ta polémus, while in PNT as spoken in Georgia, another
possibility is attested, see (5)

()
étane ta polémata
be:PST:3.PL DEF:N.PL.NGEN war:N.PL.NGEN

‘There were wars’
[Kotanidi et al. 2016: PNT-TXT-AN-00000-A05]

Two plurals for one noun are attested also in the case of loan-nouns, see (6a and b)

(6) a.
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epéyname ja ta mandarinia
gO:IPFV.PST:1.PL for DEF:N.PL.NGEN mandarin:N.PL.NGEN

‘We were going for mandarins’
[Kotanidi et al. 2016: PNT-TXT-VL-00000-C04]

b.
ixamen vyalame chéai mandarinas
have:PST:1.PL take_out:PST:1.PL tea:N.SG.NGEN mandarin:F.PL.NGEN

‘We had tea, mandarins’
[Kotanidi et al. 2016: PNT-TXT-VL-00000-C14]

In the case of adjective quantifier polis ‘many’ used as attributive modifier within NP, there is
a diversity in number marking, thus when controller is expressed by nouns denoting animate or
inanimate entities, the number agreement exists, see (7a and b)

(7) a.
adaka poli arfrép étanen
here many:M./F.PL.BNOM person:M.PL.NOM be:PsST:3.PL

‘A lot of people were here’
[Kotanidi et al. 2016: PNT-TXT-LG-00000-A04]

b.
s=0 xorion pola foras em
LOC=DEF:N.SG.NGEN village:N.SG.NGEN  many:N.PL.NGEN  time:F.PL.NGEN be:pPsT:1.sG

‘| have been a lot of times in the village’
[Kotanidi et al. 2016: PNT-TXT-MR-00000-B06]

Nevertheless in the case when controller is expressed by collective noun, number is marked
only on target, i.e. quantifier and not noun, which remains singular, see (8)

(8)

pola laés irben
many:N.PL.NGEN people:M.SG.NOM come:PFV.PST:3.8G
adaka s=ti georgia

here LOC=DEF:F.SG.ACC Georgia:F.SG.NGEN

‘A lot of people came here to Georgia’
[Kotanidi et al. 2016: PNT-TXT-AN-00000-A02]

In the case of numeral used as attributive modifier, the number is marked on the noun, except
of the cases with declinable numerals: dio ‘two’, tria ‘three’, tésera ‘four’. Thus, for instance the
numeral dio ‘two’ that in comparison with SMG is declinable in Pontic, has one joint form for
masculine and feminine nouns, and one for neuters. In PNT as spoken in Georgia, besides that dio
‘two’ already includes more than one item in its lexical meaning, it can be marked for plurality as well,
and parallel to the plural forms dio — dii — dios that are attested in other varieties of Pontic, there is
also form dia attested in PNT spoken in Georgia, see (9) for the example

)

dia adélfia katsan S$=0

two brother:N.PL.NGEN Sit:PFV.PST:3.PL LOC=DEF:N.SG.NGEN
vapor éfiyan s=in eladan
boat:N.SG.NGEN gO:PFV.PST:3.PL LOC=DEFT:F.SG.ACC Greece:F.SG.ACC

‘Two brothers sat in boat and went to Greece’
[Berikashvili 2016: PNT-TXT-AN-2-000-B25]

To sum up, the noun phrase is usually expressed by the number agreement within the NP,
even in the cases of gender alternation in plural, the only case of mismatches is when the controller
is expressed by collective noun.

4. ISSUES CONCERNING THE COMPUTATIONAL PROCESSING OF PONTIC GREEK DATA
WITH REGARDS TOTHE REALISATION OF GRAMMATICAL NUMBER

There are a lot of the Natural Language Processing (NLP) systems used for treating languages
with non-concatenative type of morphology like Pontic. One of the most famous approaches to the
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morphological analysis of such kind of languages is a finite state technology as described by Beesley
and Karttunen (2003) and used for the description of Early Modern Greek language by Lampropoulos
et al. (2007). Finite state technology is used in morphological processing, semantics and discourse
modelling. So, the Morphological Analyzer for Pontic Greek has been developed using finite-state
technology, especially, xfst and lexc. The system covers the full inflectional paradigm and is able to
do both analysis and generation. The morphotactics is encoded in lexicons and alternation rules - in
regular expressions. It supports utf8 character coding which is important for the implementation of
the Greek language.

From the linguistic point of view the work is based primarily on Svetlana Berikashvili's
Morphological Aspects of Pontic Greek spoken in Georgia (Berikashvili 2017) and Papadopoulos’
Historical Grammar of Pontic Dialect (Papadopoulos 1955). So, the linguistic description of PNT
is based on four main aspects:

. Quantity of morphes/slots to be described;

. Internal changes between or within morphes/siots;
. Linguistic theory used for reference, and;

. Of course, Type of dictionary(ies) used.

The morphological transducer developed on the basis of Xerox Finite State Tools (Xfst) has
the following structure:

\ 4

lex.txt lex.fst

pontic.fst

\ 4

rules.script rules.fst

Figure 1: The morphological transducer

The mentioned structure includes 12 PoS Lexicons for Nouns, Adjectives, Numerals,
Pronouns, Articles etc. The lexicon data are processed in accordance with the appropriate
alternation rules. The morphological analyzer consists of the mentioned lexicons and alternation
rules. It allows us to distinguish the appropriate lemma and morphological categories. This resource
evaluated against texts from the already mentioned corpus is used for tokenizing, lemmatizing and
tagging.

So, for an example we will present a finite state approach to a part of the Pontic Greek
morphology, especially, with focus on the nominal morphology bearing in mind that once a solution
for the nominal morphology is represented however, it can be extended to cover other word classes
in a language like adjectives, pronouns etc. Nominal Pattern of Pontic Greek is characterized by
bound morphemes used to show their grammatical function, especially, its structure consists of stem
and affix reflecting gender, number and case. So, a simplified Finite State Transducer (FST) model
of nominal paradigm is as follows:

gender, num, case
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stem

Figure 2: FST model of nominal paradigm

The nominal paradigm is subdivided into eight major classes differing between each other by
gender and some sub-classes based on the difference between formation of number (for instance,
case syncretism in plural dependent upon animacy distinction). The main problem of Pontic Greek
nominal morphology is displacement of stress in Genitive case for nouns consisting of three
syllables. For such instances we have added special stress triggers, which allow us to provide the
above-mentioned displacement for the following rules:

define R1[a->a,é ->e,6->0,i->i,0->u || %*S _2*[ %"SR | %"SR1]]:
define R2[a->4,e->8&, 0->0,i->1,u->0 || ?* %*S3 _ ?* %"SR ] ;

After the implementation of rules triggers are removed both from surface and lexical levels.
5. CONCLUSIONS

The results regarding number in PNT as spoken by Pontic-speaking community of Georgia
can be presented as follows: (1) the opposition of number values is singular and plural; (2) number
is a nominal category; (3) plural number is morphologically marked on nominals and verbs; (4)
inflections are sensitive to number; (5) the number marking in nouns reflects binary distinction:
inflection may occur separately or together with stem formation; (6) the formatives of plural marking
in nouns show four possibilities, which are distributed in different inflectional classes; (7) there is
inflectionally active animacy category, which triggers case syncretism of core grammatical cases in
plural and neuterization of gender in plural; (8) neuterization of gender shows two possibilities: one
for the NPs with the reanalysis of determiner’s gender and another for the nouns, where the gender o
f noun and morphological formatives are changed; (9) the noun phrase is usually expressed by
number agreement within the NP, even in the cases of gender alternation in plural, the only case of
mismatches is when the controller is expressed by collective no un

All these issues and mismatches were taken into account while producing morphological
analyser of Pontic.
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ABSTRACT

The article analyses the peculiarities of convenient metaphor in "Journeying. Russia" by Nikos
Kazantzakis.

The metaphor as a comparison and a collation of two concepts belonging to different spheres
of human knowledge and experience is widely appreciated as universal way of research, codification
and categorization of the reality. Convenient or dead metaphor (the corresponding Russian term is
language metaphor) reflects stable and conventional logical connections, as well as thinking
peculiarities of a language community.

The present article analyses the peculiarities of the convenient metaphor of "Journeying.
Russia" by virtue of the semantics of lexical items used in the metaphor. Thus, the object of analysis
are the metaphorical shifts based on lexemes of object semantics, their function in the text and their
relation to context.

It is hoped that the results of the analysis reveal the distinctive types of metaphorical shifts in
"Journeying. Russia", their role in Nikos Kazantzakis' individual style and conceptual system.

Key words: metaphor, semantics, categories of metaphor, «Tagidsuovrag. Pouaia».

O 6pog uerapopd, N XpAon Tou OTToiou avayeTal oTnV apxaia EAANVIKA pnTopikr], Tov 20° alwva
Eemépaoe Ta OpIa TNG TTOINTIKAG KAl PNTOPIKAG. ZAKEPA N HETAPOPA avayvwpeileTal TTAATIA W Hia
I01aiTEPN HOPP] OKEWNG Kal aTToTEAE AvTIKEIUEVO HEAETNG TNG @IAoCO@iag, TnNG @IAoAoyiag, TnNg
WuxoAoyiag, TNG KoIvwvioAoyiag Kal TTOAAWY GAAwWV eTTIOTNHOVIKWY KAGdwV (Stern 2000: 11)

H oUyxpovn yYAwoooAoyia avayvwpilel Tn JETaQOopd WG aTTapaitnTo pyaAeio Tng avlpwmivng
oKEWNG KaBwg TTiong Kal epyaleio eEepelvnonig TG HEow Tng YAwaooag (Lakoff, Johnson 2003: 4).

H Tpwtn HEAETN TOU QaIVOPEVOU TNG METAPOPAG avayeTal oTov APIGTOTEAN TTOU QVTIMETWTTICE
TN METAPOPA WG UTTOPPNTN CUYKPIoN Baciouévn ae ouoIdTNTEG TWV dUOo @aivouévwy. Bdoel autng
NG avTiAnwng n petagopd civar oxfiua Adyou, SIaKOCHUNTIKO OTOIXEIO TG KUPIOAEKTIKAG YAWOOAG KI
ETTOPEVWG ATTOTEAET ATTAPAITNTO PEPOG TOU TTOINTIKOU AGYOU.

AuTA n ammown emkpaTtei péxpl Ta péoa Tou 20°Y alwva. H avamtuén tng WuxoAoyiag dpwg
OleupUVEl ONUAVTIKA TN OoQaipa XPriong Tng METAQOPAg Kal Tn PeTaTOTIEl KATTWG atmd KabBapd
AoyoTexviké 1Tedio aTo TTEdI0 TNG AVOPWITIVNG OKEWNG.

«ETTavdcTtaon» oTIG ETMOTANOVIKEG HEAETEG TNG METOPOPAG TTPOKAAETE N Bewpia TNG EVVOIAKNG
peTagopds Twv Lakoff kar Johnson (Fludemik 2011: 6). H peAémn Ttwv Lakoff kai Johnson
XOPaKTNPIZel TN PETaPOPAG WG 1I01aITEPO TPOTTO TToU OOWEl TIG CUAAOYIOTIKEG dladikaaieg Kal emdpd
OTNV KOIVWVIKA cuutrepIpopd Tou avBpwTrou (Lakoff, Johnson 2003: 7). ‘ETol n €éugacn otn PHeAETN
TOU QQAIVOUEVOU TNG PETAPOPAG PETAKIVEITAI OTTO TO YAWOOIKO OTO YVWOIOKO £TTiTTEd0. H peTagopd
QVTIMETWTTICETOI TTIO WG ATTAPAITNTO QAIVOUEVO TNG avOpwTTIivnG OKEWNGS KAl TNG KABNUEPIVAG
OMIAOUuEVNG YAWOooag. AuTh n JETakivnon atrd Tn o@aipa Tou TTPOCWTTIKOU UQOUG OTn oPaipa TnG
YVWaong Kai TNG oKEWNGS KaBIoTdA TN ETa@opd TTOAUTINO pyaAcio e€epelivnong TNG YAWOGOIKAG €IKOVAG
TOU KOGHOU.

2Tn ouyxpovn YAwoooAoyia n peta@opd Tropauével va gival gl TTOAUCUVOETN Kal
TToAudIdoTaTn £vvolda. AvaASOYwWG PE TNV UTTO PHEAETN UTTOOTACT TNG HETAYOPAGS AUTOG 0 OPOG UTTOPEI
va onpaivel €ite oxAuaTta Adyou TTou avAKOUV OTO UQPOG £VOG OUYKEKPIPMEVOU OUyypa®Eéa 1 TToINTA
(TroinTik peTagopd, poetic metaphor) eite apnpnuéveg évvoleg TTou ouvdEovTal AUECT WE TNV
avBpwTtTivn okéwn Kai £€xouv Hovo éupeon oxéon Ue Tn yYAwooa (conceptual/cognitive metaphor).

H «apiototéAcia» povadiki oTo €id0g TNG TTOINTIKN HETAPOPA PEAETATAI CUVABWS OTO TTAQICIO
TOU QVTIOTOIXOU KEINEVOU (OUvABWG TToINTIKOU) TOU OTroiou aTtroTeAei avamooTTacTo PEPog. Ol
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EVVOIAKEG PETAPOPEG EPEUVWIVTAI KATA KavOva o OAwV Twv €10WV TTECA Kal TTOINTIKA KEIYEVA ME
1I01aiTEPN €U@QACN OTO ETMIOTAMOVIKO AdGyo Kal TN yAwooa Tou Tutrou. Kai o1 dUo trapatmdvw
TTPOOEYYioEIG deV TTAPOUCIACOUV TTAMPN E€IKOVA TnG METAPOPAg. H TTapadooiakr] «KAACIKA»
TTPOCEYYION ayvoei TN XpHon TG JeTagopdg o€ TTeCd Adyo, n eVVoIaKr Bewpia TNG HETAPOPAG HE TN
ogIpd TNG dev AauPdavel oxeddv kaBoAou uttown TNV YAWOOOAOYIKN UTTOOTACN TWV EVVOIAKWY
petapopwyv (Fludernik 2011: 7). Mia TTOAAG utTOOXOMEVN «PEOT 0BOG» OTNV AVAAUCH PETOPOPIKOU
AOYOU O€ €va OUYKEKPIUEVO KEIEVO, ETTONEVWG, Ba pTTopoUoe va eival n Xprion Tng Bewpiag Tng
YAWOOIKAG HETAPOPAS TTOU TTPOTABNKE atrd Pwaoideg yAwoooAdyoug Teliya kai Sklyarevskaya.

O1 YAWOOIKEG PETOQOPEG (O avTioTOIXOG ayyAIKOG Opog eival conventional metaphor) eival
AEEAMATA PE HETAPOPIKT] ONPOCIA TTOU XPNOIUOTTOIOUVTAI KAl ATTOKWAIKOTTOIOUVTAI QUTOUATA TN PO
Tou Adyou. H YAwooIKA heTa@opd atroTeAei atTAG Kal ouvnBIouévo oxrpa Adyou, dev gival kaBoAou
QAVTIANTTTH yIa TOV QUOIKO OMIANTA OTNV KABNUEPIVH ETTIKOIVWVIA Kal KATA KavOva EUTTEPIEXETAI OTA
Ae€ika (Teliya 1977: 174). Ommwg Kal n €vvoiakh, N YAWOOIKN METAQOPA AVTIKATOTITPICEl T
OUYKEKPIPEVA OXNUATA OKEWNG TTOU 1 dN UTTAPXOUV OTH YAWOOO aveEapTATWG aTtTd TA TTPOCWTTIKA
KivnTpa Kal €IpPoUg Tou OPIANTH.

O PeTa@OpPIKOG AOYOG £VOG AOYOTEXVIKOU £pYOU ival OUVOETO KAl TTOAUETTITTEDO CUUTTAEY A TWV
TIPOCWTTIKWY KAl TWV KOIVWV YAWOOIKWY OTOIXEIWV. EVW o1 TToINTIKEG HETAPOPES BIaPEPOUV ATTO
KEIMEVO OE KEIPEVO, TO CWHA TWV YAWOOIKWY HETAPOPWY €ival KOIVO yia OAOUG TOUG QUOIKOUG
OMIANTEG MIAG YAWOOOG KI £XEI TTIO AUECN KAl OTEVH oUvOEON YE TN YAWOOIKN €IKOVA TOU KOOUOU.

ETTopéviug ITTOPOUUE VO CUPTTEPAVOUNE TTWG N avaAuon TG YAWOOIKAG HETAQOPAg o€ Eva
AOYOTEXVIKO KEIUEVO PTTOPET VO HAG OTTOKOAUWEI TO OXAMATA OKEWNG TOU CUYYPOPED TOU KOl VA PAG
BonBnoel va KaTtaAdBoupe KaAUTEPA TIG ATTOWEIG TOU YIA TO O,TI TTEPIYPAPEL.

2710 TTAQICIO TOU TTAPOVTOG UEAETAME TIG YAWOOIKEG PETAYOPEG OTO «Tagidevovtag. Pouaiay
Tou Nikou KalavTZakn.

Ta Tagidoypaeruata Tou Nikou Kalavt{akn Katéxouv onuavTikh 8€on 0x1 JOVO OTn vedTEPN
EAANVIKA aAAG Kal 0TV eupwTTaikn AoyoTexvia (Zayxivng 1983: 72). OTrwg cival QuUOIKO, £Xouv Apeon
oxéon pe T PBroypagia Tou Nikou Kaldavt{dkn, avTIKATOTITPICOVTAG TIG EVTUTTWOEIG TOU OTTd
TTOAQTTAG TAEIOIA KUPIWG OTO EWTEPIKO OAAG KAl OTO ECWTEPIKO TNG EANGSAG.

Tnv repiodo ato 1o 1920 éwg 10 1939 0 Kalavtakng wg avTatrokpITAG HEYAAWY aBnvaikwv
EQNUEPIdWY A WG TTPOCKEKANUEVOGS EEVWV KUBEPVAOEWY TTPAYHATOTTOIEI TTOAAG TagidIa 0€ dIAQOopES
XWPEG KAl TTEPIOXEG TOU KOGHOU. To TTpWTO PEYAAO Tagidl Tou oTddnke 1o TagidI 0Tn Pwaoia 1o 1925.
O1 evTUTTWOEIG KAl OI TTAPATNPAOCEIG TOU OUYYPAPEQ dNUOCIEUOVTAI O€ CUVEXEIEG OTO ABNvaiko TUTTO.
Av TTPOCEEOUNE TIG NUEPOPNViEG, Ba KaTaAGBOUUE TTWG OI TAEIBIWTIKEG eviuTTwoEelG Tou Nikou
KalavTfakn atroteAoUv Gueon avTidpaon oTta peidova yeyovota TnG TTONITIKAG {wrg TNG (Anuddng
2015: 272).

Eival uoiké TTwG yia TNV TTEPIYPAPN TWV KPICIHWY QAIVOPEVWY TTOU OXETICOVTAI JE TNV TITWON
Kal avaduon KaBeoTWTWVY Kal KUBEPVACEWY, KATaoTpo®n Kai dnuioupyia kpatwy, o Kalavt{akng
XPNOIYOTIoIEl KAl YAWOOIKG péod. MNapakdTw avaAuoupe 1Toio pOAo TTailel N YAWOOIKN PETAPOPA
oTtnv Teplypa@n TG Pwaiag ato €pyo «Tagidevovrag. Pouaiay.

BaoilopaoTe oTnv Tapadoaciakr aroyn OTI N HETAPOPA gival Eva oXnUa aTToTEAOUHEVO ATTO
ouo pépn (A-B), oto otroio 10 A gival o@aipa-oToxog Kal To B avAkel 0Tn o@aipa-mrpoéAeuon. 210
AEKTIKO €TTITTEDO N PETAPOPIKN £VVOIQ EKQPALETAI EITE PE £vA HEPOVWHPEVO AéEnua TTou dnAwveEl TN
o@aipa-poéAeucr] TNG (A.X. OTO TTAPAdEIYUO avaTTvEéw TOV ayéPa XIOVIOUEVOU AypIoU OTPATOTTESOU
O0tToU TO Aégnua oTpatdtedo avagépeTtal otn Pwaoia Xwpig va KaTtovouaoTei), €ite e ouvouaouod
AeENUATWYV TTOU TTAPOUCIACoUV Kal 01 U0 o@aipes (6TTwG 0T Ypdcn mpoéowrro 11N¢ Pouadiag 61Tou
n Pwaoia mapouciadetal wg EUyuyo ov Xapn OTn XPron Tou AEEAPATOS mpoowrIro).

ZTnv avdAuon pog TrePIoPIfOPOOTE OTIG AEYOPEVEG OVOUAOTIKEG METAPOPES (nominative
metaphors) oOTIG oTroieg n ouvdeon Twv OUO VONTIKWY O@Aipwv EKPPACETAl PJE OUCIAOTIKO N
ovouarTikr epdaon.

Ta Ae€Auarta TNG oQaipag-TrpoEAEUCNG Kal TNG 0@aipag-0TOXOU UTTOPEI va €ival OUYKEKPIPEVQ,
MTTOPEI va €xouv Kal agnpnuévn onuacia, agou n avbpwTrivn okéwn TTPoacdidel TNV 1810TNTA TOU
TTPAYUATOG OAKOUA KAI O€ TTI0 apnPNUEVES EVVOIEG TTAPOUCIALOVTAG TEG WG TTpayuaTta (Sklyarevskaya
1993: 87).

270 Keiyevo evrotriCovtal 171 OvOpaTIKEG HETAPOPES TTOU £XOUV KATNyoploTroinBei ue Baon Tn
onuaoia Tou AegruaTtog B emmeidr) n o@aipa-rpoéAeucn gival o OnPAvTIKr yia TRV avdAuon Tng
METAQOPAG £XOVTAG TTIO AUECN OXEON PE TN OKEWN TOU AvOPWTTOU KAl TNV TTPWTUTEPN EUTTEIPIO TOU
(Lakoff, Johnson 2003: 20).
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Ta amoteAéopaTta NG ONPACIOAOYIKAG avaAuong Twv Aegnudtwy TTou atroteAolv TIG
OVOMOTIKEG pETaPOPEG oTo €pyo Tou Nikou KalavtZdkn TTapoucidlovTial OToV TTAPAKATW TTiVAKA.

Mivakag 1 Tutrol kKal TTapadeiyyata ovOUATIKWY HeTagopwy oT1o €pyo Tou Nikou Kalavt{dakn
«TagidevovTag. Pouaiax

‘Epguxa Ayuxa
ANOPQMNOZX ANTIKEIMENO

- ANTIKEIMENO-ANOPQIMOZ -ANTIKEIMENO-ANTIKEIMENO
n Poucia nrav... n uava (Méoxa) véa lepoucaAnu tou epyarn Beou
- ANOPQIMOZ-ANOPQINOZ -ANOPQIMOZ-ANTIKEIMENO
(Néviv) O «KOKKIVOG TOAPOS» O louokiv, o koykoA, o ToAoTol, 0 AooToyIEQOKI,
- AOHPHMENH ENNOIA-ANOPQINOZ o1 ueydAor aproi
70 MPOowTTo NS aAnBeiag -AOHPHMENH ENNOIA-ANTIKEIMENO
- HPQAX'-ANOPQMOZ rpamredapia, é1o1 Aéw tnv eéouaia
véa lepoucalnu Tou gpyarn Bsou

HPQAX AO®HPHMENH ENNOIA
- ANTIKEIMENO-HPQAZ - ANTIKEIMENO-A®HPHMENH ENNOIA
n Poucia ¢ivai n yuvaika tng AmmokaAuwng [moAuorreppo touto xaog — n Méoxa
- AOHPHMENH ENNOIA-HPQAZ -AOHPHMENH ENNOIA-AOHPHMENH ENNOIA

ZelpAveg: TN Bpnokeia, Tnv TTaTpida, TV TéXvN 1 aAnBeia civar évas oupBiBacuog
- ANOPQIMOZ-HPQAX

o0uo frav ol Pouocol dpdakol, Tou uag gixav
aptrdéel... o ToAaror ki 0 NTooToyIEQOKI

200 PYZIKO ®AINOMENO
- ANOPQINOZ-ZQO0 -ANOPQIMOZ-OYZIKO PAINOMENO
0 poulikog {wo oKoTeIVO Kai duvaro 0 TPOTOKU @AOGYa... 0 Néviv ow¢
- AOHPHMENH ENNOIA-ZQO -AOHPHMENH ENNOIA-®YZIKO ®AINOMENO
vuyia tng rupavviag KOLIUOUVIOTIKOG OTPOBIAOS

H ka0¢ katnyopia petagopwyv (ANOPQIMOZ-ANTIKEIMENO, ANTIKEIMENO-ANTIKEIMENO
K.0.K.) ouuTtrepIAauBAvel PeEPIKEG BePATIKEG UTTOKaTNYOopPiEG. .X. N Katnyopia peTagopwyv TUTTOU
ANTIKEIMENO-ANTIKEIMENO «kartnyopiotroleital 0To €EAG O€ PETAPOPEG PE ONPACIA QUOIKWV
avTikeIpEvwy  (Bouvo, Nmeipog), Tommobeoiwv (yn 1S emayyediag, BaBuAwvia), XeipotroinTwv
QVTIKEINEVWY  (EpYOAEiwy, Epywv TéXVNG: aAwvi, O1TAO, pwoaikd), PN AvTIANTITWV yia AGuEon
TTaPATAPNON AVTIKEIMEVWY (dTopo, mmupnvag). H kéBe katnyopia atroTeAei EEXwPIOTO AVTIKEIPEVO
YAWOOOAOYIKNAG avaAuaong Kal dev PTTOPEl va avaAuBei AeTTTOuEPWS OTO TTAQICIO TOU TTaPOVTOG. Oa
TTEPIOPIOTOUPE OTO VO QVOQEPOUME TIG TTIO ONMUAVTIKEG KAl XOPAKTNPIOTIKEG I TO KEUEVO TOU
N. KaZavTt{dakn KaTtnyopieg OVOUATIKWY PETAPOPWY, KABWGS Kal va aTaboupe Aiyo ato pdAo Toug OTO
«Tagidevovtag. Pouaciar.

O TrpoTeivopevog TPOTTOG avaAAuOoNG EMITPETTEl VA EKTIMACOUMPE T OuxXvOTNTA  TOU
OUYKEKPIPEVOU TUTTOU HETOQOPWYV Kal TO pOAO Tou OTn dIANOPPWaOn TNG YAWOOIKAG €IKOVAG TOU
K6opou Tou ouyypagéa (BA. TTivaka 2).

"' H katnyopia HPQASY. éxe1 oxéon UE TIPOPOPIKIA KOl YPATTTH] AOYOTEXVIKI TITAPAS00N KOl GUUTTEPIAQUBAVEI
MUBIKOUG APpWEG, APWES TTAPAUUBIWY, ETTIKWVY KAl AOYOTEXVIKWY £pYWYV, AdiKWV TPpayoudiwy, TTOINUATWY,
Kabwg etriong kai TpéowTra TNG Ayiag Mpagig.
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Mivakag 2 MoooTIKN €KTINON TNG XPNONG YAWOOIKWY PETa@opwy oTo « TagideluovTtag. Pouaia»

TOTTOG pETAYOPAG ApiBuég MooooT6?
ANTIKEIMENO-ANTIKEIMENO 38 22,22%
APHPHMENH ENNOIA-A®HPHMENH ENNOIA 24 14,04%
APHPHMENH ENNOIA-ANTIKEIMENO 19 11,11%
APHPHMENH ENNOIA-ANGPQIMNOX 19 11,11%
ANOPQIMOZ-HPQAZ 15 8,77%
ANTIKEIMENO-ANGPQMNOZ 12 7,02%
ANOPQIMOZ-ANOPQMNOZ 9 5,26%
ANOPQIMOZ-ANTIKEIMENO 8 4,68%
APHPHMENH ENNOIA-®YZIKO ®AINOMENO 8 4,68%
APHPHMENH ENNOIA-HPQAX 6 3,51%
APHPHMENH ENNOIA-ZQO 4 2,34%
ANOPQMOZ-PYZIKO ®AINOMENO 3 1,75%
ANOPQIMOZ-ZQO0 3 1,75%
HPQAZ-ANOPQIMNOZ 1 0,58%
ANTIKEIMENO-HPQAX 1 0,58%
ANTIKEIMENO-A®HPHMENH ENNOIA 1 0,58%

ZYNOAO 171 100%

O1mwg TpoKUTITEl AT TOV TTAPATTAVW TTivaka, OlaiTEPa ONUAVTIKEG €ival OTO KEIUEVO Tou
«Tagidevovrag. Poucia» o1 petagopég TUTTOU ANTIKEIMENO-ANTIKEIMENO TTOU  OU)VA
XPNOIYOTIoIoUVTal ATTO TOV Oouyypagéa va Trepiypdyel Tn «véa» Pwoia petd tnv emavdotaon. O
N. Kadavt¢dkng tn BAETTEl WG aAwvi 1 gpyaornipr 61Tou dnuioupyeital 1o péAAov OAnG Tng
avBpwtoétnTag. H Pwaoia diatmepvd pia TTePiodo eVIATIKWY TTOAITIKWY, KOIVWVIKWY, TTONTIOUIKWY
aAAaywv Kal GAAETTAAANAWY EEWTEPIKWV KAl EC0WTEPIKWY OUYKpPoUOoewv. MNa va Treplypayel Tnv
KatdoTaon auth, O ouyypagéag TIAAI Xpnoldotrolei Tn petagopd Tautifoviag tn Pwaoia pe
oTPATOTTESO OTO OTTOI0 OTTOIOOATTIOTE KOIVWVIKO, TTONITIKO i TTOMITIOTIKO @aIVOUEVO (TT.X. ETTIOTHAMN,
Biounxavia, dla@wTion Tou AaoU, OX0Agio KATT.) UTTOPE va gival 61TAo OTov aywva yia Tn vikn Tou
VEOU TTONITIKOU KOBEOTWTOG.

AKOUA TTI0 ATTOTEAECHATIKA €ival N HEBOSOS PaAG OTNV TTEPITITWON TWV PETAPOPWY TTOU £XOUV
agnpnpévn onuacia. Aev gival GTTAVIEG O1 TIEPITITWOEIG TTOU Ol aPnNPNUEVES EVVOIEG OTO KEIPNEVO TOU
«TagidevovTag. Poucia» dleukpiviCovtal pe kammola Ae¢Auata pe agnpnpévn onuacia (.X. N
koupouvioTikny 16éa civai... dppovia amd TOAUTTOIKIAES QWVES, OI A@NPNUEVES KAAOIKES
évvoisg... yivouvral Bspuni, 6Ao TdBo¢ gutreIpia Tou avBpwiTou) TToU €X0UV OTOXO Va £ENYHOOUV TIG
A@NPNHEVEG 16E€EC HECW TTIO ATTAWY KAl KATAVONTWY EVTUTTWOEWV i AICONUATWY.

Ol YETAPOPEG PE onNUACia QUOIKOU QAIVOUEVOU XPNOIYOTTOIoUVTal KATA KUpPIo AdYO yia va
TTEPIYPAYOUV TO XOPAKTAPA TWV AVAOTATWOEWV Kol aAAaywv oTtn Pwaoia (r.X. n pouoikn
mpayuarikornra... givar évag morauog, ééomaocse n pmopa [emmavactaon]). Emiong Traidouv
ONUAVTIKO POAO OTNV TTEPIYPAPR TWV TTONITIKWYV TTAPAYOVTWY TNG TTPWIKNG CORBIETIKAG TTEPIOdOU (TT.X.
o Tporoku, n pAsyousvn ékpnén, o TPOTOKU... gival n @ASya, o TPOTOKU @AGyd, o0 ZTdAIv
Xwpa, o Aéviv pwg).

H Baoik Asitoupyia Twv OVOUATIKWY PETaPOpWY HE o@aipa-TrpoéAceucn ANOPQIMNOZ oto
«Tagidevovtag. Pouciox» gival 0 xapaktnpiopgog oAokAnpnG tng Pwaoiag n otroia Treplypdeetal wg

2 O1 apiBuoi aTpoyyuloTroiouvTal PEXP! XINIOOTA.
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pava, untépa (n Poucia Atav yia autdv n yava, Bacaviouévn Mduouroka Pouaia), dvBpwTrog e
TTPOOWTTO (YEAQOTO TTPpdowTTo TNG Pouadiag), kapdid (Kapdid piag akaTtapéTpntng Xwpeag). O idiog
TUTTOG METAQOPWYV TTPOCOIOEI aVOPWTTIVO XAPAKTNPIOTIKA OXI HOVO 0T XWPea, aAAd Kal o€ DIAQOoPES
TOAEIG TNG (Tr.X. To KpgpAivo... n kapdid Tng Mooxag).

ExT166 autou, o1 peTagopég pe o@aipa-trpoéAcucn ANOPQITOZ xpnoIoTToIoUvTal OTO KEIUEVO
ylo va Xapaktnpioouv katrolo TToAITikd trapdyovia. O poAog Tou Aeviv OTn PwOIKr TTOANITIKN
TTPAYHATIKOTNTA TTEPIYPAPETAI UE TIG HETAPOPEG TOAPOS | TPoPATNS, VW 0 Néwv TPOTOKI gival 0
marépag 1ou KOkkIvou oTpaTou.

O1  peTOQOPEG  ME  onuacia  PUBIKWV/TTOPAPUBIKWV/AOYOTEXVIKWY  NPWWV  TTaifouv
otroudaidTato péAo oto «Tagidevovtag. Pouaiay» kabBwg treplypdgouv TiG e€eAiEeIc oTn Pwaoia wg
atroTéAeopa OpAong KPUPWVY PUOTIKWY duvapewv. Katd tov Kalavt{dakn, o€ dIAPOPES I0TOPIKEG
TTEPIOGdOUG TO Mvelua AapBaver SiIapopeg PopPEG Kal ovopaTa. ‘ETol, 0 TTaAMIOG Oed¢ dixTnKE aTTd
TN véa KOPPOUVIOTIKA Pwaoia, aAAd n Béon Tou dev £ueive ddeia. O1 KOPPouvIoTEG dnuioUpynoav pia
véa Bpnokeia ye évav Ao Meoia, GANo KOKKIVO Zwripd (Tov Aéviv), TOUG dITOOTOAOUS KAl TOUG
TPOYHTES TOU.

Omwg BAétoupe, n  Tapammdvw  dladikaoia avdAuong TG HETaQopds cival  évag
aTToTEAEOPATIKOG TPOTTOG HEAETNG TOU UPOUG KAl TOU TPOTTOU OKEWNG TOU OUYYpPa®Ea agou BaoileTal
O€ QVTIKEINEVIKG YAwOoOoOoAOYIKA dedopéva.

H avdAuon TG HETAQOPAG ETTITPETTEI VA EKTIUWACOUKE OTATIOTIKA TN XPAON TG HETAPOPAS OTO
KEIMEVO Kal va BPOoUNE TA TTIO XOPOKTNPIOTIKA YIO TOV CUYYPAQEQ OXAUATA OKEWNG.

H avdAuon emtpémmel eTmiong pe KaBapd yAwoooAoyIKA péoa va AVTIMETWITIOOUWE TIG TTIO
XOPAKTNPIOTIKEG VIO TOV CUYYPa®Ea 10€e¢ TToU eTTavaAauBAavovTal TTOANEG POPEG OTO KEIUEVO N
akéua kal o€ AGAAa keipeva Tou idlou ouyypagéa. XapaktnploTikd Ttrapadeiyua yia 1o Niko
Kalavtgakn civar n petagopd XQPA-MHTEPA). 210 Keipevo Tou «Tagidevovrag. Pouaia» ol
METAPOPEG WG YAWOOOAOYIKO PECO OUXVA XPNOIMOTTOIOUVTAl YIa TNV TTEPIYPAPH TNG TTONITIKAG
KATAOTOONG TTOU TTAPOUOIAZETAI ATTO TO CUYYPAPEA UE TTOAEUO.
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ABSTRACT

2710 ApBpo autd TTapouacidleTtal To TTPOWIA Twv EANAVWYV eKTTAIDEUTIKWY WG TTPOG TNV XPAHON Tou
Ae€IkOU. ZuykekpIuéva, BIEPEUVABNKE TO av gival oTPATNYIKOI XPAOTEG TOU AEEIKOU, av TO
XPNOIYOTIoIoUV aThV TAEN, av £XOUV EKTTAIBEUTEI TTOTE OTNV XPrOoN TOU Kal av gival aiyoupol étav 10
XPNOIYOTIoIoUV. 2TNV £pEUva oUPUETEIXaV 168 dAokaAol Kal QIAGAOYOI TNG TTPWTORABUIOG Kal
OeuTepOBAOpIag dnuooiag EAANVIKAG eKTTAI®EUONG CUUTTANPWYOVTAG TO EpwTNHaTOASYIO S.1.D.U.,
OTO OTTOI0 TTPOCTEONKAV CUPTTANPWHATIKEG EPWTACEIS AVAPOPIKA HE TN CIYOUPId, TIG TTETTOIBNOEIG
KOl TIG YVWOEIG TOUG YIa TNV XPron Tou Ae€ikou. Ta atmroteAéopaTa £BeIEav 0TI TTAPOAO TTOU Ol
EKTTAIOEUTIKOI UI0BETOUV TIG OTPATNYIKES ETTIAOYNAG AeCIKOU Kal avalATnong o€ peydAo Babud kai
TTapPOUCIAfouv PETPIO BaBPO XpHong Ol OTPATNYIKEG ANUUATOTTOINONG KAl £COIKEIWONG HE TIG
TTEPIOTACEIG XPIONG TOU AggIkoU, dnAwvouy, TTapaddtwg, 0TI aioBavovTal aiyoupol KATd TNV Xpron
TOU. ZUPOWVA PE Ta aTTOTEAETUOTA, OEV KPIVETAI AvayKaia N EQapuoyn TTapEPBATIKWV
TTPOYPANKATWY, AAAG N BEATIWON TWV CTPATNYIKWY EEOIKEIWONG YE TIG TTEPIOTACEIG TOU AEEIKOU
OUTWG WOTE VA TO XPNOIYOTIOIOUV OTNV TAEN.

NECeIg-KAEIBIA: OTPATNYIKEG XPNOEIGC TOU AECIKOU, OTPATNYIKOG XPAOTNG Ae€ikou, ‘EAANveg
EKTTAIOEUTIKOI

1. INTRODUCTION

Dictionary use has been investigated over the last 30 years. Researchers have focused on
how dictionary use affects the certain skills such as reading (Bensoussan et al. 1984; Tono 1989;
Luppescu & Day 1993; Knight 1994; Miller 1995) and writing (Ard 1982; Christianson 1997; Harvey
& Yuill 1997; Chun 2004; Santos 2006; Elola, Rodriguez-Garcia & Winfrey 2008), as well as the
vocabulary learning (Fan 2003; Gu 2003; Asgari & Mustapha, 2011). Despite some arguments it is
proven that receptive dictionary use helps users perform better in reading comprehension (Tono
1989; Luppescu & Day 1993; Knight 1994) and that productive dictionary use affects positively the
writing process (Harvey & Yuill 1997). Further, a lot of researches state that dictionary use facilitates
the process of learning new words (Summers 1988; Luppescu and Day 1993; Hulstijn, Hollander &
Greidanu 1996) and helps user maintain new vocabulary in long-term memory (Knight, 1994; Chen,
2011).

From another point of view dictionary use is considered as a cognitive strategy (O’Malley &
Chamot 1990; Oxford 1990) which “operates directly on incoming information, manipulating it in
ways that enhance learning” (O’Malley & Chamot 1990:44) and “enables learners to understand and
produce new language by many different means” (Oxford 1990:37). In the same frame of the
Language Learning Strategies, Cohen, Oxford and Chi (2001) with a more practical sense
categorize dictionary use in reading and writing strategies and in vocabulary learning strategies.
Nation (2001) states that dictionary use affects the three basic learning processes: a) reception, b)
production and c) vocabulary learning. Few years later, a new approach to effective dictionary use
is proposed by Gavriilidou (2011; 2012; 2013) who refers for first time to Dictionary Use Strategies
(D.U.S.). The researcher argues that the user should make conscious effort while searching on a
dictionary and defines D.U.S. as “techniques used by the effective dictionary user in order to make
a successful search in the dictionary”. Based on the above characteristics, Xat{nmard (2018) adds
more information and defines Dictionary Use Strategies as “technics which the dictionary user
adopts consciously, firstly, for efficiently dictionary consultation and, secondly, for self-regulation and
autonomy in language learning”.

But how someone can be considered as an effective user? How users can be able to perform
successful consultations in order to self-regulate the dictionary use? Researchers have tried to
respond to these questions by investigating the behaviours, opinions, ideas, difficulties, reference
needs and skills and recently the dictionary usage strategies of the dictionary users. However, fewer
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researches have investigated teachers’ behaviours, opinions, ideas, reference needs and skills,
D.U.S. or the affection of intervention programs.

2. RESEARCH BACKGROUND

2.1 Effective dictionary use

A series of needs is arisen when the user consult the dictionary which have to encounter by
activating the appropriate skills. Particularly, Hartmann & James (1998: 116) mention that reference
needs are “the circumstances that drive individuals to seek information in reference works such as
dictionaries” and reference skills are “the abilities required on the part of the dictionary user to find
the information being sought” (Hartmann and James 1998: 117). There are considerable theoretical
studies that describe the reference skills that users should develop in order to use the dictionary
effectively (Roberts, 1997; Hartmann 1999; Thornbury 2002), some of them classify those skills
(Scholfield 1982, 1999; Lew & Galas 2008) by conducting exhaustive lists and categorizes them
chronologically.

For first time Gavriilidou (2011; 2012; 2013) refers to Dictionary Use Strategies and not to
reference skills which facilitate users’ consultations and make them aware of using a dictionary
efficiently. The D.U.S. are categorized in four groups according to same characteristics, thus, (a) the
awareness strategies lead to a decision to use a dictionary in order to resolve a problem encountered
inside or outside the class, (b) selection strategies permit to select an appropriate dictionary type
depending on the problem to be solved and guarantee the acquaintance with one’s own dictionary,
(c) lemmatization strategies help finding the citation form of inflected forms found in the text and (d)
look up strategies control and facilitate the localization of the correct part of the entry where different
meanings of the same word form are included (Gavriilidou 2014).

It is obvious that users who have not developed the appropriate strategies fall into errors
while using the dictionary (Christianson 1997). With the intention to avoid these errors and to
ameliorate the way of using a dictionary it is proposed to adopt dictionary use strategies and to
integrate them in the educational programs. In that way dictionary culture will be acquired
(Anastasiadi-Simeonidi & Mitsiaki, 2009; Gavriilidou 2014; Chadjipapa, Papadopoulou, 2016) and
will lead to self-regulation and autonomy during the learning process.

Consequently, teachers have to be proper equipped for integrating D.U.S.s in the class.
Hadebe (2004) asserts that “by training teachers to be good users themselves, it is envisaged that
they could pass these skills on to students and eventually to society in general”.

2.2 Studies on teachers beliefs and knowledge

There are few researches in the international literature that have investigated teachers’ beliefs,
knowledges, reference needs and skills. Certainly, there is none that investigates which dictionary
use strategies teachers adopt. Chi (2003:5) mentions that, “I believe research into the teaching of
dictionary use has not yet begun”.

Oh (2006) examined Korean English teachers’ dictionary use and instruction. The results show
that less than 5% of teachers have ever received any kind of instruction on dictionary use.

Miller's (2008) research has investigated 55 teachers who teach English to non-native
speakers in Australian language schools and universities. Miller aimed to examine teachers’
attitudes and beliefs. The majority of the teachers mentioned that used dictionaries when preparing
teaching materials, but few declare that they provided dictionary training in class. Also the results
revealed that many of the participants had good dictionary skills and were aware of dictionary use,
but few had received training in this topic. The research concludes that the majority of teachers were
not prepared in integrating reference skills or D.U.S. in their educational program.

The most recent research is this of Yanto (2016) which investigates the belief and knowledge
of 20 EFL teachers in Indonesia. Yanto attempted to determine teachers’ profile and used a
questionnaire including 37 questions. The questions focus on teachers’ belief about dictionary,
teachers’ view in the value of dictionary for their students and their practices in utilizing dictionaries
in classroom activities. The results showed that most teachers use dictionary for writing, followed by
reading and then for finding out synonyms. Teachers also, seem to be aware of the dictionary’s
introduction and some of them believe that provides useful information. Finally, the 30% of the
participants mentions that they have never been instructed in dictionary use when they were at
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secondary school, but the 40% said that they were taught how to use dictionary during their studies
in secondary school.

3. RESEARCH METHOD
3.1. Purpose of the study

The purpose of the study is to profile the Greek teachers as dictionary users. Particularly, the
study investigates the dictionary use strategies that Greek teachers adopt and records the dictionary
use strategies that they prefer in total and by category. Additionally, it investigates if Greek teachers
use dictionary in class, if they have ever been educated over dictionary use strategies and finally,
what they believe about their skills when they use a dictionary. By investigating the teachers’ beliefs
and knowledges about dictionary use and the D.U.S. that they adopt can help to pinpoint their needs.
Teachers should be educated over the effective dictionary use in order to cover these needs so as
to educate their students to be effective users.

3.2. Participants

168 teachers who were teaching in the Greek primary and secondary school participated in
the present study (see Table 1).

Table 1: Sample distribution by educational level

Educational level | Teachers %
Primary school 98 58,3
Secondary school 70 41,7
Total 168 | 100,0

The Tables 2-3 present the sample distribution according to gender and teaches’ age.

Table 2 Sample distribution by gender

Gender Teachers | %
Male 38 77,4
Female 130 22,6
Total 168 100,0

Table 3 Sample distribution by age group

Age group Teachers |%
23-30 64 38%
31-44 67 40%
45-55 36 21%
56-65 1 1%
Total 168 100,0

3.3 Instrumentation

The questionnaire S.1.D.U. is a standardized and reliable self-report instrument and has been
elaborated in Greek - also standardized in English (Gavriilidou 2014)- for evaluating the strategic
dictionary use. It consists of 36 items with five Likert-scale (“never or almost never true of me” to
“always true of me”). The questions are divided into four categories: (a) dictionary awareness
strategies (14 questions, 1-14), (b) dictionary selection strategies (7 questions, 15-21), (c)
lemmatization strategies (7 questions, 22-28) and (d) look up strategies (8 questions, 29-36)
(Gavriilidou, 2013).

S.I1.D.U. offers to the present study the ability to evaluate the strategic dictionary use easily,
quickly and economically, while helps to profile individuals or groups of users. The method of
selection was convenient sampling and the method of administration was electronic.

Teachers were asked to fulfil some extra questions, two of them followed the form of five Likert-
scale and asked teachers if they use a dictionary in the class and if they feel confident in using the
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dictionary effectively. The last two questions referred to the teachers’ knowledge about the strategic
dictionary use and focused on their educational training during their studies and during their career.
The participants could answer the last two questions by encircling yes or no.

4. RESULTS

The IBM SPSS Statistics version 21.0 was used for the data analysis. Descriptive statistics
(frequencies, mean scores and standard deviations) were used to investigate the frequency of
dictionary strategy use by the sample. The questions were encoded by assigning specific numbers
to each category of the five-level Likert scale, "never or almost never true of me" received the code
1, "generally not true of me" code 2, "somewhat true of me" code 3, "generally true of me" code 4
and "always true of me" the code 5.

The results of the descriptive analysis of the participants' responses are presented in Tables
4 to 8. The average scores for the four categories of the S.I.D.U. were interpreted according to
Oxford (1999) who divided frequency of use into three levels: (1) mean from 3.5-5.0 reflects to High
Usage’ (2) mean from 2.5-3.4 reflects to ‘Medium Usage’ and (3) mean from 1.0-2.4 reflects to
‘Low Usage’ of a particular strategy or a group of strategies. These levels were designed to inform
students how often they use strategies.

It was found that the strategic dictionary use was ranged to high scores (mean 3.7, see Table
4). Two of the groups -the selection (4,4) and the look up strategies (4,1)- appear to be adopted
more frequently by the teachers than the other two groups of strategies -the awareness (2,9) and
lemmatization (3,4).

Table 4 Mean Score and standard Deviation of the 4 categories of the dictionary use strategies

Groups Mean Score | Standard Deviation
Awareness strategies 2,9 0,80
Selection strategies 4.4 0,99
Lemmatization strategies 3,4 0,94
Look up 4.1 0,91
Total 3,7 0,91

Awareness strategies are the less used among all four categories as the mean scores reveals.
Teachers state that they sometimes use a dictionary when they read a text (2,37), when they write
a text (2,42) and when they want to find the syntax of a word (2,64). They also declare that they
usually use a dictionary to find the meaning of a word (3,33), to find the origin of a word (3,39) and
to find the translation of a word (3,35).

Table 5 Frequencies of dictionary awareness strategies’ use

Frequency of dictionary awareness strategies

Never or | Usually | Some Usually | Always M.S.

almost never times true of | or

never true of | true of | me % almost

true of | me % me % always

me % true of

me %

1. | use a dictionary to find the 7.1 14,3 33,3 28,6 16,7 3
meaning of a word 33
2. | use a dictionary to find the 13,7 26,2 26,8 21,4 11,9 2
spelling of a word ,92
3. | use a dictionary to find 10,7 16,1 31,0 24,7 14,9 3
synonyms ,20

69




4. | use a dictionary to find words 10,9 21,4 29,2 25,0 12,5 3
with opposite meanings ,05
5. l use a dictionary to check how 14,9 26,2 26,2 23,2 9,5 2
a word is used ,86
6. | use a dictionary to find the 9,5 17,3 22,0 274 23,8 3
origin of a word 39
7. | use a dictionary to help 10,1 18,5 17,3 34,5 19,6 3
myself in translation 35
8. | use a dictionary to find the 23,8 23,2 25,0 21,4 6,5 2
syntax of a word ,64
9. | use a dictionary to find the 13,7 15,5 33,3 28,0 9,5 3
derivatives of a word ,04
10. | use a dictionary to find word 13,7 19,6 32,0 26,8 8,9 2
families ,98
11. | use a dictionary to find the 14,3 20,8 31,0 22,6 11,3 2
meaning of an expression ,96
12. | use a dictionary at home 17,3 15,5 24 .4 26,2 20,2 3

24
13. | use a dictionary when | read 29,8 26,8 35,6 12,5 54 2
a text ,37
14. | use a dictionary when | write 23,2 36,3 20,2 15,5 4.8 2
a text ,42

On the contrary, selection strategies seem to be on the top of the teachers’ preferences as
they declare (see Table 6). Most of the strategies have gathered high scores such as questions n,
18/19/20 where they state that they know what an etymological (4,64), a general (4,67) and a
bilingual (4,63) dictionaries are and what they are used for. Finally, the vast majority of the teachers

know the reason why they need a dictionary before they buy it (4,37).

Table 6 Frequencies of dictionary selection strategies’ use

Frequency of dictionary selection strategies

Never Usually | Some Usually | Always
or never times true of | or
almost true of | trueof | me % almost M.S
never me % me % always T
true of true of
me % me %
15 Before | buy a dictionary, |
know the reason why | need it 3,0 3,6 8,3 23,8 61,3 4,37
16 Before | buy a dictionary at
the bookshop, | glance through it
to see what information it
provides. 9,5 7.1 10,1 17,3 440 4,03
17 | choose a dictionary because
it has a lot of entries and a lot of
information in each entry. 42 11,9 11,3 274 45,2 3,98
18 | know what an etymological
dictionary is and what it is used
for 0,6 1,8 4.1 19,6 73,8 4,64
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19 | know what a general
dictionary is and what it is used

for 0,6 0,6 4,8 19,0 75,0 4,67

20 | know what a bilingual
dictionary is and what it is used

for 1,2 24 24 20,2 73,8 4,63

21 | know what a dictionary of
technical terms is and what it is
used for

1,2 24 11,9 20,8 63,7 4,43

Lemmatization strategies are in the third position of teachers’ preferences and they ranged to
medium scores (see Table 7). The participants of the study declare that before they use their new
dictionary they sometimes read the introduction (2,86) and the list of the abbreviations (2,95). On
the other hand, when they hear a word that they do not know, they usually consider various spelling
possibilities and look it up accordingly (3,75) and when they cannot find a word where they thought
they would find it, they usually begin a new search until they find it (2,91).

Table 7 Frequencies of lemmatization strategies’ use

Frequency of dictionary lemmatization strategies
Never Usually | Some Usually | Always
or never times true of | or
almost true of | true of | me % almost M.S
o o b
never me % me % always
true of true of
me % me %
22. Before | use my new
dictionary, | carefully read the
introduction 24 .4 17,4 22,2 20,2 16,1 2,86
23. Before | use my new
dictionary, | carefully study the
list of abbreviations 15,5 28,0 20,2 19,0 17,3 2,95
24. When | come across an
unknown word in a text, | try to
think in what form | should look it
up in the dictionary 10,7 14,3 23,8 31,0 20,2 3,36
25. When | can’t locate a
proverb or a set phrase in the
entry where | thought | would
find it, | begin a new search 6,0 10,7 22,0 33,9 274 3,66
26. When | hear a word | don’t
know, | consider various spelling
possibilities and look it up
accordingly 5,4 8,9 23,8 29,2 32,7 3,75
27. When | can’t find a word
where | thought | would find it, |
begin a new search until | find it 4,2 6,5 19,0 34,5 35,7 3,91
28. To see how a word is used
in spoken language, | use the
usage labels provided in the
entry 6,0 16,1 32,1 27,4 18,5 3,36

The look up strategies gather high scores in total as we can see in Table 8. Teachers declare

that when they look up a word, they always bear in mind its initial letter and then search where they
believe this initial letter is in the dictionary (4,30). When they find the word that they were searching
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for, they always return to the text to confirm that the word matches the context (4,34) and before
they use a word they found in the dictionary when writing a text, they read all the information on the
grammar of that word (conjugation, syntax) to be sure of the correct usage (4,64).

Table 8 Frequencies of look up strategies’ use

Frequency of dictionan

y look up strategies

Never
or
almost
never
true of
me %

Usually
never
true of
me %

Some
times
true of
me %

Usually
true of
me %

Always
or
almost
always
true of
me %

M.S.

29. When | look up a word
beginning with E, | search in the
first quarter pages as E is one of
the first letters of the alphabet

3,6

6,5

14,3

24,4

51,2

4,13

30. When | look up a word
beginning with L, | open my
dictionary in the middle

4,2

6,0

20,2

25,0

44,6

4,00

31. When | look up a word, |
bear in mind its initial letter and
then search where | believe this
initial letter is in the dictionary

1,8

3,0

9,5

35,1

50,6

4,30

32. When | look up a word, |
simply open the dictionary and
see if | am near the specific
initial letter

1,2

71

17,3

30,4

44,0

4,09

33. When | look up a word, |
constantly bear it in my mind
during the search

1,8

24

13,1

30,4

52,4

4,29

34. When | realize that the word
| am looking for has various
different meanings, | go through
them all one by one, assisted by
the example sentences

0,6

4,8

12,5

32,7

49,4

4,26

35. When | find the word that |
was searching for, | return to the
text to confirm that the word
matches the context

4,8

10,7

30,4

54,2

4,34

36. Before | use a word | found
in the dictionary when writing a
text, | read all the information on
the grammar of that word
(conjugation, syntax) to be sure
of the correct usage.

24

13,1

31,0

25,0

28,6

4,64

Finally, the extra questions revealed that the 80% of Greek teachers have never received
dictionary use training during their studies and the 94% have never received dictionary use training
during their career. The 56% of them mention that they sometimes to usually use a dictionary in the
class and the 74% feel sure that they use dictionary efficiently.

5. DISCUSSION

Greek teachers declare that they partly employ dictionary user strategies. They declare that
they adopt in high scores selection and lookup strategies; however, they gather medium scores in
lemmatization and awareness strategies. The teachers’ first choice of the selection strategies implies
that they are aware of the types of dictionaries and they are updated dictionary shoppers as they
adopt the respective strategies. The second choice of the teachers which is the look up strategies
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reveal that their dictionary consultations are most of the times effective, even though they could
enhanced their look ups by adopting more often the lemmatization strategies which are in the third
position of their preferences. The last category of teachers’ preferences is the awareness strategy.
The participants statements contains several inconsistencies as they declare that they prefer to use
a dictionary for receptive and productive reasons in low scores but they employ the individual
strategies such as finding the meaning of a word (receptive use) or finding synonyms/word with
opposite meaning (productive use) in higher scores. Thus, we can assume that the Greek teachers
are not aware of the various information that a dictionary can provide. They also disregard the
relations between the receptive and productive dictionary use and the rest awareness strategies. In
addition, it has to be mentioned that the participants, although there is a small distinction between
the scores, they prefer to use a dictionary for productive reasons than for receptive a statement
which is in contrast with the results of other researches (Tomaszczyk 1979; Béjoint 1981; Scholfield
1982; Nesi, 1987; lNaBpinAidou, 2002).

It is obvious that the above contradictions are due to the lack of formation in dictionary use
during their studies and their career as the results confirms. Another important issue is that the
participants declare that they do not use the dictionary in the class. That might reflect to their
students’ dictionary use attitudes. If the educational environment is not enriched with the dictionary
use strategies students will not be aware of the dictionary use techniques and they will not adopt
them in their daily life in class and in a more general sense in their lives out of class.

Many researches have showed that the effective dictionary use is reinforced by the
intervention programs which they contribute to the development of reference skills or dictionary use
strategies (Kipfer 1987; Bishop 2001; Gtowacka 2001; Carduner 2003; Chi 2003; Lew & Galas 2008,
Gavriilidou 2017). What we recommend is to make teachers knowledgeable of the need to use a
dictionary in language learning by themselves and by their students. Thus, teachers should be
instructed and trained how to implement dictionary use strategies in class in order to create
circumstances for daily dictionary use.

6. CONCLUSION AND FUTURE WORK

The results of our study point that the necessity to foster the acknowledgement of dictionary
use is more imperative that integration programs on this matter. It is also considered necessary to
make conditional the dictionary use in classroom, as some teachers mention that, although
dictionary use has been integrated in second year primary school courses, dictionaries are inefficient
and many schools do not provide dictionaries.

Study on strategic dictionary use should be conducted on a larger scale and extended by
considering the use of electronic dictionaries, as well. It should be also interesting to compare the
dictionary use by teachers and their students to see how the teachers affect students” behavior in
respect.
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ABSTRACT

Mia Baoikr dia@opd avaueoa oTo PYEAAOVTA KAl 0€ AAAEG EKPPATCEIG TTOU AVAPEPOVTAI O
MEANOVTIKO Xpdvo gival OTI n xprion Tou péAAovTa BV yiveTal JOVO YIa VO EVTOTTIOEI £va YEYOVOG O€
METaYEVEDTEPO XPOVO, OAAG KUPIWG yIa va dnAwael OTI TO TTPOTACIOKS TTEPIEXOPEVO HIOG TTPOTAONG
TTOU eKQEPETAI ‘TWPA’, Ba gival aAnBEg o€ auTd TO PHETAYEVECTEPO XPOVO (EQPECAHS “TTPOCOOKWEVN
epunveia’ prospective reading). Z1a eAANVIKA O1 “TIPOCOOKWUEVES EpUNVEiES’ aTTodidovTal Y To Ba
akoAouBouuevo atrd Tov pnuaTiké TUTTo [+oUuvoTITIKG], [-TTapeABSV]. Zupwva he TNV BiBAIoypagia
TTap' OA' autd, (Mavvakidou 2009, 2012), n “TTPOo0dOKWHEVN epuNveia’ dev aTTOTEAEI HEPOG TNG
TTPOTACIAKNAG ONUAciag Tou TUTTOU [+OUVOTITIKO], [-TTapeABAV].

2€ AUTN TNV gpyacia uttooTnpideTal OTI N ‘TTPOCOOKWHEVN EpUNVEIR’ OXETICETAI TTEPIOCCOTEPO
ME TNV aTTOBEIKTIKOTNTA KAl EVEPYOTTOIEITAI HOVO OTAV O OMIANTAG DIABETEI ETTAPKI] OTOIXEIA VIO TO
TTWG Ba e¢eixTei 0 KOOPOG 0TO PEANOV. ETTITTPOOBETWG, N “TTPOCDOKWEVN EpUNVEIR’ KOBATI dev
atroTeAei PEPOG TNG TTPOTACIAKAG ONUACiag TTPOKUTITEI WG KIA TTPOTIMWHEVN eppnveia (generalised
presumption) pe Baon Tnv apxn TnG TTAnpo@opiakoTnTag (I-principle) Tou Levinson (2000) n oTroia
EVEPYOTTOIEITAI AOYW TNG ApOoIBAiag yvoNGS TwWV OUIANTWY KAl AKPOATWY OXETIKA HE TN XPHon TG
YAWOOOG Kal attoTeAEi cuvaywyn TTPOG TNV KaAUTEPN duvaTh Epunveia.

YTtrooTnpidovtag OTI N KAToXH OTOIXEIWV KAl TTANPOQOPIWY aTTd TOV OUIANTA €ival auTo TTou
EVEPYOTTOIET TIG “TTPOCDOKWUEVES EPUNVEIES KAl Apa TO HEAAOVTA, EVIOXUEI TA ETTIXEIPAUATA EKEIVA
TToU B€AOUV, TOUAGXIOTOV YIO TNV TTEPITITWON TNG EAANVIKAG, 0 HEAAOVTAG VO OXETICETAI
TTEPICOOTEPO UE TNV ATTODEIKTIKOTNTA - TPOTTIKOTATA TTAPA JE TNV XPOVIKOTNTA. ETTITTAéOV, QUTA N
YPOUUA avaAuong ITTOPEI va TTPOCPEPEI PIT £EAYNON YIA TN HOPPOAOYIKF ACOUPUETPIO HETAEU TOU
TTapeAOOVTOG Kal TOU HEAAOVTOG OTA EAANVIKA UTTOONAWVOVTAG OTI N dla@opd PETAEU TOU
TTaPeABOVTOG KAl TOU PN-TTapeABOVTOG gival XPOVIKN], EVW N SIaOpd HETAEU UN-TTapeABSVTOG Kal
HEANOVTA OXETICETAI E TNV TPOTTIKOTNTA.

Key Words: future tense, modality, evidentiality, implicature.

1. INTRODUCTION

The lack of symmetry between future tense and futurity suggests that the former is not used
merely to locate an event at a future time, but critically to encode that the proposition expressed at
the utterance time will be true at a subsequent time. Therefore, when communicating, speakers can
refer to future events as if they are certainties by the use of the future tense (henceforth FUT). FUT
is not a mere expression of futurity or probability but it is an actual 'measurement’, an evaluation of
how the future will turn out to be based on the state of consciousness of the speaker at the time of
the utterance (henceforth U,). | shall refer to these readings as ‘future prospective readings’.

Current research (see Giannakidou 2013, 2014; Giannakidou & Mari 2013, 2014) has shown
that FUT constructions are semantically non-veridical assertions conveying partitioned, non-
homogenous epistemic states which allow for at least two alternative updates, namely, p and ~p. In
other words, at the level of sentence meaning, FUT has the semantics of inquisitive assertions and
conveys epistemic possibility (p/~p). Nevertheless, at the level of the speaker meaning, this
epistemic possibility interpretation is not intended and indeed it is not conveyed. What is actually
communicated is not the probability but the certainty of an event (epistemic necessity, p only), i.e. a
pure future prospective reading.

In this paper, it is argued that prospective readings arise as generalised presumptions (in the
spirit of Levinson’s 2000 informativeness implicature) from the lack of further specification to the lack
of need for it given a mutual knowledge about how language is used. Furthermore, it is suggested
that prospective readings are evidential in nature and they are triggered only when the speaker
possesses adequate evidence about how the actual world will turn out to be in the future. By putting
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forward that evidence is what narrows down the temporal domain and triggers future prospective
readings this proposal adds up to the arguments that, at least for Greek, future tense is subsumed
under evidentiality. Moreover, this line of analysis may also offer an explanation for the
morphological asymmetry between past and future in Greek by suggesting that the difference
between past and non-past is one of time whereas the difference between non-past and future is
one of evidentiality and/or modality.

2. OUTLINING THE ISSUE
2.1. Future in Greek

Modern Greek forms a periphrastic FUT by employing the particle tha (Ba=will), usually
referred to as the future marker (see Philippaki-Warburton 1994; Rivero 1994 among others)
followed by the [+/-perfective], [-past] verb forms. The combination of tha with [+perfective], [-past]
is used to “express an action which will take place and be completed at a future point in time” (Holton
etal. 1997: 227). This type of future is dubbed in traditional terms as the ‘simple future’. Alternatively,
when tha is combined with [-perfective], [-past] “it describes an action which will be taking place in
the future either as a habitual event, or as a continuous, progressive one” (Holton et al. 1997: 226).
However, unless future-time reference is marked in the context, combinations of tha with [-
perfective], [-past] are preferably interpreted as epistemic present (Giannakidou 2012), expressing
a highly strong possibility and an inference about the state of affairs at the utterance time based on
the evidence the speaker has. In these contexts, tha constructions do not have the force of a future
tense but they can be glossed like ‘most probably/possibly’ making reference to the utterance time.
Giannakidou (2012) and Giannakidou & Mari (2012) also argue that when combined with [-
perfective], [-past] tha exhibits evidential behaviour and it is very similar to the evidential modal ‘prepi’
(must). In this sense, tha with [-perfective], [-past] is co-operatively used when the speaker lacks
direct evidence about the situation in case. In fact, a closer look at the data suggests that only the
combination of tha and [+perfective], [-past] gives the ‘pure’ future interpretation while all other tha
constructions systematically convey epistemic non-future modal readings.

It is therefore safe to argue that tha is neither a necessary nor a sufficient condition of future-
time reference. Tha sentences systematically receive a range of typically modal interpretations and
can equally refer to events before or during the utterance time. As a result, it seems natural to argue
that identifying tha with a purely temporal operator, i.e. a future tense marker, would not account for
the facts (see also Giannakidou & Mari 2012, 2013, 2014; Roussou & Tsangalidis 2010). Future-
time reference is available in a wide range of expressions and it is the result of the division of labour
between tense, aspect, and lexical semantics. By contrast, future prospective readings are restricted
to the combination of tha followed by [+perfective], [-past] and they are context-free, i.e. they are
assigned neither by the semantics of the construction nor by the linguistic context.

2.2. Future tense vs futurity

It is critical for the discussion that follows to make a fundamental distinction between future
tense and futurity in general. As Escandell-Vidal (2010: 219) notes, “futurity can be expressed not
only by the grammatically marked future tense, but also by other, competing expressions”. Modern
Greek is not an exception here since futurity can be conveyed by a range of expressions apart
from the future tense i.e. the combination of tha and [+perfective], [-past]. All expressions that
encode futurity place an event e at a time {, which follows U; so that {t.> U}. By contrast, it will be
presumed that future tense apart from mere futurity it crucially conveys future prospective
readings. A future prospective reading can be glossed in the following way: a proposition p
expressed at U; will be true at £, that is, when the event described in p will actually happen. More
accurately, given a set of possible worlds in the future, p will be identified with those possible
worlds that will become actual worlds in the future. For instance, consider sentences (1) and (2):

(1) John might go to school
(2) John will go to school
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In both (1) and (2) we get a future-time interpretation in the sense that the event e described in the
proposition p will take place after the utterance time (e>Uf). This is equally communicated by the
modal sentence in (2) and the future tense in (2). The crucial difference here is that while sentence
(1) is open for both p and ~p (i.e. it also allows for those possible worlds in the future in which John’s
going to school will not take place), sentence (2) communicates that John’s going to school will be
actually true in the future and it is not just a possibility (i.e. p only). For the purposes of our analysis
readings like that in (2) will be termed ‘future prospective readings’ and they will be distinguished
from expressions encoding mere futurity. In this sense, future prospective readings will include
predictions, commissives (promises and threats), and directives (suggestions and commands), (see
Escandell-Vidal 2014 for a similar distinction) and they will be identified with future tense which, in
the case of Modern Greek, is associated with the use of tha with [+perfective], [-past].

2.3. Literature

In current literature (cf. Giannakidou 2009, 2012, 2014; Giannakidou and Mari 2012, 2013,
2014; Tsangalidis 1999), it has been argued that the particle tha is not a typical future tense marker.
In particular, Giannakidou and Mari (2012, 2013, 2014) propose, among other things, that the
particle tha is an epistemic modal operator with present (now) perspective. Moreover, the Greek
[+perfective], [-past] verb form cannot function as an independent tense (Holton et al. 1997) and
hence it is treated as non-deictic time.

In a more up to date version, which specifically deals with the ‘predictive future’ (i.e.
[+perfective], [-past]), Giannakidou and Mari (2014) propose that the assessment made by the
speaker contains a truth-conditional component that carves out metaphysical branches into
reasonable and non-reasonable futures, with the reasonable ones being such that p is true in them
(Mari 2013). With the future being epistemically unknown, and therefore non-veridical, this analysis
treats future sentences like inquisitive assertions. Still, the domain of possibilities is restricted, since
speakers use their knowledge in order to determine the metaphysical alternatives. More precisely,
Giannakidou & Mari (2014) claim that the assessment made by the speaker contains a truth
conditional component that carves out metaphysical branches into reasonable and non-reasonable
ones, with the reasonable ones being such that p is true there (Mari 2013). Since epistemically,
future is unknown, hence non-veridical, as Giannakidou & Mari (2014: 3) note “the speaker's
epistemic state at the present time allows for p and not p”. This analysis therefore, treats future
sentences like inquisitive assertions. Nevertheless, speakers use their knowledge in order to
determine the metaphysical alternatives in the future restricting thus the domain of possibilities. In
other words, speakers can calculate what would count as a course of events such that p will be true.
Following Giannakidou & Mari (2014), this is a ‘positive bias’ towards p and it is exactly this bias that
is responsible for the strength that predictions typically have. It is made clear though that “a bias
towards p for the future does not imply commitment of the speaker to p, as is the case of veridical
(past, present) assertions” (Giannakidou & Mari 2014: 3).

If this line of analysis is correct, and there is nothing in the semantics of tha constructions that
functions as a future tense marker, we need to account for the future prospective reading conveyed
by the combination of tha and the [+perfective], [-past]. In the remaining of the paper, | shall follow
Giannakidou (2012) and Giannakidou & Mari (2012, 2013 and 2014) according to which tha is not a
future tense marker but it is an epistemic necessity modal operator which contributes a modal
semantic base. Building on this, it will be maintained that: (a) the future prospective reading is a
pragmatic development of the semantic modal base and (b) this prospective reading is evidential in
nature and it is triggered only when the speaker possesses adequate evidence about how the actual
world will turn out to be in the future. In other words, the future prospective reading in Greek is not
part of what is expressed literally in a sentence, but rather fall within what is conversationally
suggested by an utterance. More precisely, it will be argued that the future prospective reading of
tha and PNP sentences is a generalised conversational implicature calculated upon the modal
semantic base and triggered by informativeness. Given this, it can be elegantly accounted for by
the systematic interaction of the neo-Gricean pragmatic principles of communication in the spirit of
Levinson (2000).
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3. PRAGMATIC THEORY

Levinson (1987, 1991, 2000) proposes that the classical Gricean maxims of conversation be
reduced to three pragmatic principles. Namely, the Q- (Quantity), |- (Informativeness), and M-
(Manner) principles. Each of the three principles consists of a speaker’'s maxim, which specifies what
the principle enjoins the speaker to say and a recipient’s corollary, which dictates what it allows the
addressee to infer. The |-Principle, which is relevant to our discussion, is given below:

Speaker's Maxim: The Maxim of Minimization.

‘Say as little as necessary’, i.e. produce the minimal linguistic information sufficient to achieve
your communicational ends (bearing the Q-principle in mind).

Recipient’s corollary: The enrichment rule.

Amplify the informational content of the speaker’s utterance, by finding the most specific
interpretation, up to what you judge to be the speaker’s m-intended point.
Specifically:

(a) Assume that stereotypical relations obtain between referents or events, unless (i) this
is inconsistent with what is taken for granted; (ii) the speaker has broken the Maxim
of Minimization by choosing a prolix expression.

(b) Assume the existence of actuality of what a sentence is ‘about’ if that is consistent with
what is taken for granted.

(c) Avoid interpretations that multiply entities referred to (assume referential parsimony);
specifically, prefer co-referential readings of reduced NP’s (pronouns or zero).

The central tenet of the I-principle is that the use of a semantically general expression I-
implicates a semantically specific interpretation. More accurately, the implicature engendered by the
I-principle is one that accords best with the most stereotypical and explanatory expectation given
our knowledge about how language is used.

I-inferences are inferences to more specific interpretations and they are positive in nature. As
Levisnon (2000: 119) notes, “the extension of what is implicated is a proper subset of the extension
of what is said, the extension being restricted positively”. In addition, I-inferences do not refer to
something that could have been said but was not said as it is the case with the other neo-Gricean
implicatures which are based on scales. The default readings given by the I-principle are inferences
from structure and meaning to further presumptive meanings. As Levinson (2000: 22) notes, they
are “based not on direct computations about speaker-intention but rather on general expectations
about how language is normally used”.

4. THE EVIDENTIAL BASIS OF FUTURE

At the risk of redundancy, at this point it is important to recall that tha [+perfective], [-past]
sentences: (a) never indicate an event overlapping with the time of the utterance, despite containing
a [-past] verb form and (b) are semantically non-veridical assertions conveying partitioned, non-
homogenous epistemic states which in principle allow for at least two alternative updates, namely,
p and ~p. In other words, they are modal expressions with a non-homogeneous semantic base (i.e.
there are possible worlds in the modal base where p is not true), (Giannakidou 2013, 2014;
Giannakidou & Mari 2013, 2014).

Following a Kratzerian semantics of modality (Kratzer 1981, 1991, 2012), modal expressions
combine with a modal base f, which determines the worlds that are accessible and an ordering
source g that induces an ordering or a preference on those accessible worlds. In FUT, the modal
base includes all the sets of possible worlds and therefore, what is coded in (3) is spelled out in (4):

(3) i Meg tha pai sto Cambridge

the Meg will go to Cambridge
‘Meg will go to Cambridge’
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(4) Meg will go to Cambridge ... Meg will probably go to Cambridge ... Meg will not go to
Cambridge

Sentence meaning allows for both p and ~p worlds directly reflecting the fact that the future is
inherently unknown and as a result a future event can actually be in all possible states before it
actually happens.

However, at the level of communication, when FUT is used this non-homogenous epistemic
interpretation is not intended and indeed it is not conveyed. What is intended and is actually
communicated is the future prospective reading which universally quantifies over a particular value
(a subset) of the modal base, namely, p only. In contrast to the coded content of (3) what the speaker
communicates is spelled out in (5):

(5) Megisin Cambridge at a time later than U;
So, sentence (3) encodes (6a) but it communicates (6b), as these are illustrated below:

(6) a. Sentence meaning: Meg will go to Cambridge / Meg will not go to Cambridge (p/~p)
b. Utterance meaning: Meg will go to Cambridge (p only)

In this picture, the speaker produces the minimal linguistic information that is sufficient to
achieve her communicational ends, namely the epistemic modal content, In turn, the addressee
enriches this modal content, by finding the most specific interpretation, up to what she judges to be
the speaker's m-intended point, namely, the future prospective interpretation. Since the implicated
meaning in (6b) is more specific than the coded one in (6a), the future prospective reading enriches
what is coded by reshaping the range of possible states of affairs to a narrower range of possible
states of affairs and therefore, it is a subset of the extension of what is coded. Hence, the speaker
by using FUT intends to convey her certainty that all future worlds will be p worlds and hence there
will be an event, not merely the probability of an event in a future time. In this case, there is an
ordering of the possible worlds allowed by the modal base with a clear bias towards p worlds only.

The question that rises here is what imposes the ordering on the worlds of the modal base
in the case of FUT in Greek. A way forward is to claim that the ordering source is the amount of
evidence that the speaker has at U; about the proposition expressed. Consider the following
scenario: Suppose that the speaker S has helped Meg booking her tickets on-line to go to Cambridge
next week. If asked by a third person about Meg going out to Cambridge next week S will go for a
FUT construction as in (1). The strong evidence possessed by the speaker will in a sense cancel
out ~p future worlds leaving out those worlds which are compatible with p only. Consequently, if the
speaker was to take a snapshot of the future at U;, Meg would be in Cambridge in that particular
future time and therefore what is communicated is that the eventuality of Meg being in Cambridge
in the future will turn out to be true.

So, the speaker by using FUT intends to convey her certainty that all future worlds will be p
worlds based on the evidence possessed by the speaker at U;. Hence, when a speaker opts for tha
[+perfective], [-past] she has considerable confidence about the truth of p, as opposed to when she
uses a mere possibility modal. What is more, assuming co-operativeness in communication, the
speaker, by using FUT, intends the hearer to infer that she has strong evidence that p will be true in
the future.

Given an evidentiality scale and assuming that the speaker is co-operative, the use of tha
[+perfective], [-past] gives rise to an upper bounding pragmatic heuristic (I-principle) according to
which the speaker is in a position to go for a strong statement (i.e. future prospective reading). More
accurately, the speaker by uttering (3) produces a semantically general modal expression (4),
sufficient to achieve her communicational ends. In turn, the addressee enriches the informational
content of the speaker’s utterance, by finding the most specific interpretation, up to what she judges
to be the speaker's communicative point, i.e. (5).

By contrast, if the speaker has weak or no evidence at all, her epistemic state of mind will also
allow for ~p worlds. Therefore, by sharing background assumptions about language use and
assuming co-operativeness the speaker will not go for a tha [+perfective], [-past] construction but
instead she will prefer other epistemic possibility modal expressions as in (7) and (8) below:
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(7) i Meg isos pai sto Cambridge
Meg may/might goto Cambridge
‘Meg might go to Cambridge’

(8) i Meg mallon tha paisto Cambridge
Meg probably will go to Cambridge
‘Meg will probably go to Cambridge’

In such a context, anyone uttering (3) instead of (7) or (8) would have misled the audience if she did
not intend to suggest that only p. The inference inducing the future prospective reading relies on the
presumption that otherwise we would have been told, given a mutual knowledge about how
language is used.

The proposed analysis makes two crucial predictions which are borne out from the data. First,
the future prospective reading is context independent. By way of illustration consider (9) and (10):

(9) i Meg tha pai sto Cambridge
the Meg will go to Cambridge
‘Meg will go to Cambridge’

(10) i Meg tha pai sto Cambridge avrio
the Meg will go to Cambridge tomorrow
‘Meg will go to Cambridge tomorrow’

A sentence like (9) evokes the same sense of futurity with (10) and they both give rise to the same
I-implicated future prospective interpretation. In other words, the prospective reading is not a one off
interpretation based on a particular context. Secondly, the future prospective reading, being a
pragmatic inference, will be prone to cancellations when inconsistent with the context or with
competing inferences.

(11) iMeg mallon tha paisto Cambridge
Meg probably will go to Cambridge
‘Meg will probably go to Cambridge’

(12) Lene oti i Meg tha paisto Cambridge
say-3-pl that the Meg will go to Cambridge
‘They say that Meg will go to Cambridge’

(13) Den ksero an i Meg tha pai sto Cambridge
Not know-1-sg if the Meg will go to Cambridge
‘I don’t know if Meg will go to Cambridge’

The future prospective reading is cancelled with probability modal adverbs like mallon
(probably), or isos (maybe) as in (11), in logophoric contexts like (12) or when embedded in
conditionals as in (13). In the above cases, the upper bounding pragmatic heuristic which conveys
the prospective reading evaporates and as a result, the sentence meaning which allows for both p
and ~p worlds will go through.

The prospective reading is parasitic on and additional to semantic information. It does not just
entail what is said but it introduces semantic relations absent from what is said, and in that sense
reshapes the proposition expressed. Finally, the prospective reading is the strongest reading and it
is a positive one since the implicated proposition does not refer to something that could have been
said but was not said.
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Finally, this approach also reflects a systematic tendency in language of a Zipfian sort which
can be subsumed under the least effort principle. The assumption seems to be that there is no
reason to make a stronger statement (say more) if the extra information can be contributed by
implicature. In particular the speaker will not say what would be obvious anyway (i.e. more than the
sentence meaning) while the addressee implicates that some particular stronger or more informative
meaning is intended (i.e. the prospective reading).

5. SUMMING UP

In this paper, it was argued that future tense in Modern Greek has an evidential aspect since
it is the evidence possessed by the speaker at U: which acts as the ordering source on the worlds
of the modal base and hence evidence is what narrows down the temporal domain and triggers
prospective readings. In addition, it was put forward that in Modern Greek future tense is parasitic
on and additional to the semantic content of a modal expression and that tha with PNP sentences
are entangled with a strong conversational principle inducing strengthening implicata (l-implicature
type). More specifically, the prospective reading arises as an upper bounding implicature and it is
more specific and more informative than what is coded.

If it is correct, this proposal has two major implications for current thinking on future-time
reference. In the first place, at least for Modern Greek, future tense can be considered to be a special
case of modality with its future reading arising since it is more informative than the epistemic modal
one. The idea that future time reference can be modal is not novel; Giannakidou (2009, 2012) and
Giannakidou and Mari (2012) also argue that future is a kind of epistemic modality and more
specifically that it is related to evidentiality. What is more, in an analysis of the English will within the
Default Semantics framework, Jaszczolt (2006) also suggests that the different readings of will can
be better explained by a scale of epistemic modality, showing thus that future-time reference can be
modal.

Secondly, it appears that the interpretation of future tense is regulated by the division of labour
between semantics and pragmatics. The coded content of the traditionally called ‘future tense’ is
non-past, epistemic and makes reference to possible worlds, leaving also the possibility of a future
reading open. Nevertheless, what is actually communicated is a non-past, non-present meaning,
which is a subset of the meaning of the semantic base. The future interpretation arises as a more
specific, temporal interpretation based on the semantic content of what is coded when it is consistent
with what the speaker intends to communicate.
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ABSTRACT

2TV TTapakdTw avakoivwon Trapoucidfoupe, OTa TTAQioIa NG  ETIKOIVWVIOG HEOW
NAEKTPOVIKOU UTTOAOYIOTH, HIO TTpayPaTOAOYIKA avaAuon SeiydaTog EAANVIKWY IOTOAOYIWV TTOU £XOUV
va KAVOUV PE Tn payelpikr. Alaxwpidoviag Ta ev AOyw I0TOAOYIO O€ QUTA TTOU ETTIKEVTPWVOVTAI
oTov/TnV dnuIoupyd Kal O QUTA TTOU ETTIKEVTPWVOVTAI 0TO B€ua (TN PaAyeIpIKh), Kal géoa atrd Tov
TPOTTO TTOU TTAPOUCIAZoVTal Ol TTANPOPOPIES aTTd TOUG/TIG dnuIoupyoUg, aAAG Kal aTrd Ta axXOAIa TwV
AVYVWOTWV/OTPIWV £EETACOUNE TA KOIVA XAPAKTNPIOTIKA TTOU TTapouciddouv OTTwg N Xprnon €181kou
TEXVIKOU AECOAIYIOU OXETIKA PE TN MAYEIPIKF), AAAG Kal opoAoyia TTou cuvavTaue otnv TTAgiovoTnTa
TwV IoToAoyiwv. O1 0dnyieg ouvodeuovTal ouxvd atrd OXETIKEG GWTOYPAPIESG, Kal TTIO OTTAVIA ATTO
BivreookoTnuéveg 0dnyieg, ouviBwS o€ aveTtrionuo Ueog. MNa va dnuiopynBei n aicbnon koivoTnTag
Kal va evBappuvBoUVv Ol avayvwoTeG Vo CUPHETEXOUV oTh BIadIBIKTUAKA oulfTnon, ol dnuioupyoi
XPNOIYOTIoIoUV dIdgopa PECA, TTOU UTTOPEl va TTEPIAAUBAvVOUV TTPOCWTTIKEG TTANPOYOPOpPiES N
dlaywviopoug. O1 ek@pAoelg TTou ouvhOwg XPENnoiJoTTolouvTal €ival AiyOTEPO ANECEG, Kal e
XOPAKTNPIOTIKA EUYEVEIAG , iOWG ETTEIBN N TTAEIOWN@IA TWV CUPPETEXOVTWYV Eival YUVAIKEG.

Key words: Pragmatics, Computer Mediated Communication, Modern Greek Cooking Blogs
1. INTRODUCTION

The aim of this paper is to explore the pragmatics characteristics of a random sample of
Modern Greek (MG) cooking blogs. Cooking blogs, as the majority of blogs, provide examples of
discourse within a community, often with a personal component and elevated evaluative
characteristics. They consist of ‘frequently modified web pages in which dated entries are listed in
reverse chronological sequence and which bare a unique technological features’ (de Zuniga 2007).
Blogs represent a hybrid genre of Computer Mediated Communication (CMC), which mixes
elements from various discourse types (Diemer and Frobenius 2013).

Blogs have unique characteristics as a conversation medium, as they allow for the creation of
a community, if the author so wishes (by allowing comments to be submitted to their blog), so that
readers can provide comments on a particular entry (Herring et al., 2004). Authors might adopt a
topic-centred style or an author-centred style (Herring et al 2013), which reflects by analogy the
diary-style and filter-style content, as described by Herring (2005).

The Pragmatics of CMC is identified by Herring et al. (2013) as consisting of “three types of
phenomena:

1. classical core pragmatic phenomena (e.g. implicature, presupposition, relevance,
speech acts, politeness);

2. CMC specific phenomena (e.g. emoticons, nicknames, ‘Netspeak’; and

3. CMC genres or modes (blogs, SMS, wikis, chat, among others)”'.

2. METHODOLOGY

We are exploring classical core pragmatic differences on a corpus of 20 Greek (or Greek and
English) cooking related blogs which are both topic- and author-centred.

We explore the similarities and differences of this type of blogs, while we touch upon examples
of a hybrid approach, for example between Computer Mediated Communication and more traditional
printed magazine- like presentation.

' Herring et al 2013, p.4
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We illustrate our analysis with examples from the following cooking blogs: My Little Expat
Kitchen; Majeriko; Pandora’s Kitchen; Aroma Vanillias; Tante Kiki; Bread and Tea; and Real Family
Cooking.

3. AUTHOR-CENTRED BLOGS

Author-centred cooking blogs share with their audience both cooking recipes as well as
personal information. The usually single author not only share their recipes with the audience, but
also attempt to maintain a personal relationship with them: they often share their news, their
thoughts, their holiday pictures, and they give the impression of addressing old friends with a
common interest in cooking.

3.1. Aroma Vanillias
Aroma Vanillias is a typical example of an author-centred blog (Pict 1).

Pict 1: Aroma Vanillias: an example of a recipe

st

The author uses 1 person singular to describe the execution of a recipe, while she often
encourages the community to try the recipe and to react with a comment. Each article usually end
with a good wish.

Pict 2: Advice on the execution

The author encourages communication with the readers, and crates a sense of community.
The readers who post comments are usually in first name terms with the author. Their comments do
not necessarily involve the recipe: they exchange good wishes and praise the author on their
achievements.
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Pict 3: Aroma Vanillias: example of readers’ comments

3.2. Tante Kiki

Tante Kiki also combines recipes with personal information (Pict4). For the execution Kiki uses
1% person plural. We note again that personal information is shared to enhance the sense of
community among the group.

Pict 4: Tante Kiki: recipe example

The readers who contribute with comments combine often personal comments with the ones
on particular recipes.
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Pict 5: Tante Kiki: Readers’ comments

3.3. My Little Expat Kitchen

My little Expat Kitchen is a bilingual cooking blog that the author describes as ‘Greek cooking
and more’. It has achieved a number of blogging and journalist awards. Personal stories and recipes
are accompanied by professional quality pictures which form an essential part of this blog... Each
recipe is first presented through a personal story (where first person singular is used). The execution
of the recipe follows, presented in second person plural. The author here instructs, rather than
describes the process (as is usually the case with topic-centred blogs).

Pict 6: My Little Expat Kitchen: recipe introduction and pictures.

The readers’ comments however, are consistent with other author-centred blogs: the
communication is informal, many readers use netspeak or are in first name terms with the author,
and they comment both on the author’s personal information as well as on the recipes.
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Pict 7: My Little Expat Kitchen: Readers’ comments

4. TOPIC-FOCUSED GREEK COOKING BLOGS

Topic-focused Greek Cooking Blogs offer posts that focus on the actual recipe. They often
involve multiple authors, or are product of team work, they offer minimal personal information, which
more often than not is centred in the professional credentials of the author(s).

4.1. Majeriko
Mejeriko offers recipes, as well as the opportunity to showcase pictures from printed bookes
or articles and advertise them.

Pict 8: Majeriko

The posts focus on the recipes. However, because multiple authors might offer recipes, they
differ in form (sometimes starting with a personal story, others with a series of pictures) and in style
(first person execution as well as directives might be used). Comments focus on recipes (sometimes
in polite form), the quality and presentation of the recipes, and the professionalism of the authors.
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Pict 9: Majeriko: readers’ comments

4.2. Real Family Food
Real Family Food focuses on family-oriented, nutritious food, The two authors, a nutritionist
and a photographer offer advice on alternative ingredients, in a blog which is social-media friendly.

Pict 10: Real Family recipe example

Recipes might be introduced with by story, this however will attempt to relate to the reader,
rather than the author (as in Pict.11). The sense of community is enhanced by encouraging readers
to exchange recipes, as in Pict. 12.
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Pict 11: Real Family Life recipe introduction

Pict 12: Topic- focused blogs- community enhanced by shared recipes

The readers’ comments focus on requesting advice on alternative ingredients or execution (Pict13).
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Pict 13: Readers’ comments from Real Family Food

4.3 Other topic-centred blogs

Some topic-centred blogs, such as Pandora’s Kitchen (www.pandoraskitchen.gr) might
include encyclopaedic information on a recipe or an ingredient and they might not offer the
opportunity to post personal comments, hence lacking a sense of community. Others, such as Bread
and Tea (www.breadandtea.com) might focus on a particular meal (here breakfast). Posts follow a
glossy magazine format, are formally presented and dominated by pictures, promoting the author’s
professional work on television or the press, offer events’ promotions, discounts and competitions
(for example Pict14). It is difficult here to identify specific CMC characteristics

Pict 14: Promotion example from Bread and Tea

5. SUMMARY FINDINGS

Author- centred cooking blogs include cooking discourse combined with a personal component
with increased evaluative characteristics. They reflect the Herring et al. 2005 view of theirimportance
as ‘individualistic, intimate forms of self-expression’.
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They regularly refer to non-cooking related matters (providing information on personal
preferences, family celebrations, travel or cultural and local information), which prompt the readers
to react. Moreover, they often avoid direct instructions, preferring to use the first person singular or
plural (e.g. Aroma Vanillas, Tante Kiki), which could indicate a less addressee oriented approach;
however, such indirect instructions appear more polite. When direct requests are used (e.g. My little
Expat Kitchen), they are often followed by 1st person explanations aimed to mitigate the force of the
instruction. Often written by women, they use a more indirect and intimate style of interaction (Tanen
1995). Code switching confirms authority and mastery of the subject, with definitions rarely offered.

Topic-centred cooking blogs we considered have in common the use of special technical
cooking vocabulary as well as blog specific terminology.

Instructions are often illustrated by pictures (and more rarely in our corpus by videos).

Authors combine descriptions, evaluations and hedges, thus contributing to a perception of
informality (results which are consistent with Diemer and Frobenius 2013). CMC specific
characteristics, such as non- standard spelling applies, in particular to the audiences’ comments.
Authors might include CMC specific activities to encourage audience participation, including
competitions, or promotion events. Indirect speech acts are used more often, a characteristic of
politeness. With the majority of authors/ audience providing comments being female, it can be seen
as consistent with Rizzo (2018) who assigns this characteristic to female bloggers who are in general
less direct and hence more polite.
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ABSTRACT

EAAxiI0TEG £peuveg utTApyouv atnv EAANvVIKA BiBAIoypagia TTou va eEeTAlouv TO QaIVOUEVO eVOAAAYAG
KwOikwv ue dedouéva atrd Tnv Kutrpiak EAANVIKA Kal Tnv AyyAIKr) TTou TTpoépxovTal atrd EAANVOKUTTpIoUg
TTou yevvhonkav kal peydAwaoav otn Kompo. O TrepicodTEPEG AT AUTEG aPopouv ae dedopéva ypaTTTou
AGYOU Kal JOVO pia JEAETN PEXPI TWPO EEETACE TO YAIVOUEVO QUTO e Oedouéva TTPOPOPIKOU AGyou.

H tmrapouca epyacia €xel wg aTdX0 va €EETACEI TO QAIVOUEVO EVAAAAYAG KWOIKWY PETAU KuTTplakAg
EAANVIKAG Kal AyyAIKAG XpNOIUOTTOIWVTAG dedopéva attd NXoypa@nueVeS QIAIKEG auvopiAieg 40 wpwv atrd
EAAnvokUTTpioug petagu 10 kar 55 €Twv. Mo cuykekpiyéva n epyaaia autr] dIEPEUVA TTOIA JOP@H TTAIPVEI N
evaAlayr kwodika: evaAday kKwdIKA wg eioxwpnon (insertional codeswitching) 1 evaAlayr] KWOIKA wg
aAAnAodiadoxr kwdikwv (alternational codeswitching) kai 1010 €i60¢ evaAAayng KWOIKA TTapaTnpeital aTa
Oedopéva: evohhayn TTou oxeTiCetan pe T ouvoulAia (discourse-related codeswitching) 11 evaAAayny TTou
oxeTiCeTal e Tov CouUuuETEXOVTQ (participant-related codeswitching) (Auer 2009). MNa va amavinBouv Ta
TTOPATTAVW EPWTAUATA XPNOIUOTTOIEITAl WG EPUNVEUTIKO POvTEAO N AvaAuon ZuvopiAiag (Conversation
Analysis) 6mTwg uioBeteitar ammd Tov Auer (1995, 1998, 2009) kai avaAuovTtal €TTIAEYUEVA ATTOCTTACHATA
OUVOUIAILV.

To @aivouevo TG evaAAayrg KwdIKa atmravTaral oTIG CUVOUIAIEG Kal WG eVOAAQYA TTOU OXETICETAI UE TN
ouvoulAia, 6TTou n evaAAayr XPNOIUOTTOIEITE WG ETTIKOIVWVIAKI OTPATNYIKN, EEUTTNPETEI KOBAPE TNV opydvwan
Tou AGyou Kal AsiToupyei wg O€ikTnNG ouykeiuevorroinong (contextualization cue) aAAd kal wg evaAAayn TTou
OXETICETAI JE TOV CUMMETEXOVTA N OTTOIA PO AEEl KATI yIa TOV OUIANTA/TNV OUIAATPIA, KATTOIO XAPAKTNPIOTIKO
Tou/TNG OTTWG YIa TTapPAdelyua TNV IKAVOTATA TOU/TNG va MIAACEN Pia YAWooa A TV TTPOTIUNCN Tou/TnG TTPOog
auth. Etriong, Ta dedopéva deixvouv OTI TrTapatnpeeital pévo evaAlayr KWOIKE wg eioxwpnaon 0mmou AyyAIKEG
Aé€eig ) pdoeig elodyovTal 0Tn YAWO OO Xwpig va eTTnNEeAZeTal N YAWOOA ETTIKOIVWVIAG TTou €ival n Kutrplakn
EAANVIKA. T€Aog TTapartnpeital 611 To @aivouevo autd (e pia povo e€aipean) repvd atmapartipnto Kai gV
oXoAiaZeTal KaBOAou aTTd TOUG OUIANTEG.

Key Words: Cypriot Greek, English, codeswitching, conversation analysis.

1. PREAMBLE

This paper analyses codeswitching between Cypriot Greek (henceforth CG) and English
drawing from a large pool of data: 40 hours of naturally-occurring informal conversations among
Greek Cypriots. For the analysis, Auer's (1998) Conversation Analysis (henceforth CA) framework
for bilingual data is implemented. In what follows, early work on codeswitching is discussed in order
to demonstrate how conversation analysis for bilingual speech differs before | review the few studies
that have been conducted on codeswitching practices between CG and English by Greek Cypriots
born and raised in Cyprus. The more comprehensive literature on such practices by Greek Cypriots
in diaspora is not reviewed due to space limitations.

Almost half a century has passed since Blom and Gumperz’'s (1972) influential study on
codeswitching, which showed that codeswitching is a meaningful practice and not some chaotic and
problematic use of more than one linguistic variety in the same sentence, conversation or text. The
authors argued for the now well-known distinction between situational and metaphorical
codeswitching. In the former, when the speech event changes the language also changes (Blom
and Gumperz 1972: 425); however, this is “a somewhat idealised notion, rarely found in practice”
(Gardner-Chloros 2009: 59). In metaphorical switching, a switch to another language is not the result
of a change in the situation; rather, it is used to change the situation by evoking the connotations of
the language switched to (Blom and Gumperz 1972: 425). The concept of metaphorical
codeswitching moved the field of codeswitching and bilingualism forward in accounting for “the
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messy ways in which bilinguals imported linguistic resources across domain boundaries” (Heller
2007: 12), thus bringing the bilingual speaker to a more central position.

Another distinction that influenced the field is that between ‘we-code’ and ‘they-code’, based
on the premise that there is a specific social meaning associated with specific languages. In
communities where an ethnic group constitutes the minority, their language tends to exhibit the ‘we-
code’ linked with in-group and informal activities, while the language of the majority (‘they-code’) is
related to more formal, out-group activities (Gumperz 1982: 66). A problem with Gumperz’s
distinction is that it does not take into consideration other kinds of bilingual communities (Woolard
2004: 77) and it assumes unchallenged associations between the ‘we-code’ and the minority
language, and the ‘they-code’ and the majority language. Later studies have painted a more complex
picture of multilingual communities (e.g., Sebba and Wootton 1998; Rampton 1998).

Myers-Scotton criticizes the we-/they-code distinction because it assumes “a stable
interpretation for codes in all interactions” (1993: 54); however, in her Markedness Model (henceforth
MM), she shares with Gumperz the premise that linguistic varieties are associated with specific
social meanings (Myers-Scotton 1993). The theory underlying the MM assumes a notion of
markedness related to the linguistic varieties the speakers have at their disposal, and posits that
speakers make rational choices regarding which linguistic variety to use by assessing the costs and
benefits of these choices (ibid: 110). The model assumes a clear-cut association of a linguistic
variety with certain values (ibid: 83); there are unmarked, expected choices and marked, unexpected
ones. It has been criticized for extensively relying on external factors to interpret codeswitching
rather than on the conversation itself (Li Wei 2002; Auer 1998).

In the following section, the CA framework for bilingual speech is introduced as an alternative
to depending on factors external to the conversation to analyse codeswitching.

2. CONVERSATION ANALYSIS FOR ORAL BILIGUAL DISCOURSE

The CA approach studies codeswitching as a conversational event (Auer 1998: 1) without
taking for granted any associations between linguistic varieties and social values and specific
situations. Auer argues for a sequential approach to the study of codeswitching and for

a level of conversational structure in bilingual speech which is sufficiently autonomous both

from grammar (syntax) and from the larger societal and ideological structures to which the

languages and their choice for a given interactional episode are related. (1998: 4)

This autonomy, however, is partial because the ‘macro’ structure is not irrelevant for interpreting
codeswitching (ibid); in fact, one of Auer's codeswitching types—participant/competence-related
codeswitching—“indexes extra-conversational knowledge” (Auer 1998: 7). Auer argues that while
codeswitching serves various conversational functions it also “links up with ‘larger’ (ethnographically
recoverable) facts about [... the participants’] life-world; yet reference to these facts in [... an] analysis
is indexed by conversational structure” (ibid: 5). As Li Wei claims, although the CA approach does
not deny that codeswitching has social meaning, one should be cautious in “assigning meanings to
individual instances of codeswitching simply on the basis on our knowledge of the community’s
social history” (2002: 167). While such knowledge is essential for understanding codeswitching
practices in a community, the study of codeswitching needs to concentrate on “the details of its local
production in the emerging conversational context which it both shapes and responds to” (Auer
1998: 1-2; Li Wei 2002). In other words, an analysis of codeswitching must concentrate on the
conversational level to see what speakers do with language and how macro-/social-related functions
of codeswitching emerge in the interaction. This strictly opposes any approach which assumes a
priori that the use of language A has such and such social function and indexes this or that identity
without first investigating how speakers use language.

2.1. Codeswitching as a contextualization cue

For his conceptual apparatus, Auer utilizes Gumperz’s (1982) notion of contextualization cues.
He explains that “[c]ontextualization cues are used by speakers in order to enact a context for the
interpretation of a particular utterance” (1992: 25). These features do not have a specific meaning;
the same cue can have different meanings and functions in different contexts, and its interpretation
has to be reached via inferencing (Auer 1995: 123). During language production and interpretation,
codeswitching is used alongside or instead of other contextualization cues (ibid).
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The inferencing process leads to contextual interpretation in two ways. In the simplest
scenario, cues form contrasts can affect meaning-making in an interaction (Auer 1992: 31).
Contrasts can be generated through a loud vs. low voice, high vs. low rate of articulation, presence
vs. absence of eye contact, or the use of language A vs. language B (ibid). However, not all cues
establish contrast. Sometimes altering the direction of a cue’s change also changes the
interpretation. A change in prosody from low to high makes a difference in how it is interpreted since
many contextualization cues have what Auer calls “an inherent meaning base or meaning potential”
(ibid: 32). Thus, a cue may both establish a contrast and, by having an inherent meaning potential,
limit the number of possible inferences regarding what it might mean (ibid). The basis of this meaning
potential can be conventionalized (arbitrary), natural or both. Codeswitching has a purely
conventional meaning potential. Either due to the contrast created or the values of the two
languages, the switching itself is meaningful but “[w]hat is associated with a particular language in
a repertoire is a matter of conventions only and therefore arbitrary” (ibid: 32-33).

2.2. Participant- vs. discourse-related codeswitching

One pair of different kinds of codeswitching in Auer’s work concerns the distinction between
participant- and discourse-related codeswitching. Discourse- and participant-related codeswitching
are not mutually exclusive. Participant-related codeswitching can assume discourse-related
meanings and vice-versa (Auer 1998, 2009).

Codeswitching which acts as a contextualization cue for the organization of discourse is called
discourse-related codeswitching (Auer 1995: 125). This relates to issues about turn-taking in
conversation, holding or giving up the floor of the conversation, repair mechanisms, cohesion and
coherence in discourse, emphasizing something, changing the footing of the interaction and so on.

Participant-related codeswitching tells us something about the speaker; a specific contrast
between one code and another indexes participant information, e.g. their momentary incompetence
in another language for a specific word/phrase, or when a speaker at a specific moment switches
and changes the language-of-interaction during an interaction which shows their linguistic
competence in or preference for a linguistic variety (Auer 1988: 196). Competence and preference
are sometimes interrelated; participants often justify their preferences with claims of incompetence
in certain varieties (ibid). It makes sense to be more comfortable in a language that one knows best.
Yet, sometimes a language is preferred even though it is outside one’s comfort zone due to other
reasons such as prestige. Generally, participants’ linguistic choices may be

bounded to and hint at characteristics of the episode, that is, a speaker may demonstrate that

he or she finds it appropriate to use a given language in the present context [...]. Such a more

restricted interpretation of participant-related codeswitching invokes or alludes to larger scale

‘norms’ for the uses of the two languages of the bilingual community. (Auer 2009: 498)

Thus, participant-related codeswitching demonstrates people’s preferences, competences, and
whether they view codeswitching practises as appropriate in specific contexts. However, besides
giving ‘hints’ of such information, an analysis focusing solely on the conversational level cannot but
be, as stated above, a restricted, surface-level interpretation. Without studying those larger scale
‘norms’, without having a full understanding of the social meanings the use of a variety has, and
without observing participants’ behaviour in different constellations of participants or situational
settings with different registers, for example, an analyst cannot arrive at a comprehensive
interpretation of participant-related codeswitching.

2.3. Insertional vs. alternational codeswitching

Another pair of codeswitching types advocated in Auer’s framework concerns insertional code-
switching, which “does not have an impact on subsequent language choice, concerns a well-defined
unitand is (a consequence of the latter) relatively short” (2009: 506), and alternational codeswitching
which involves “a re-negotiation of the language of interaction, concerns a point in interaction and
does not allow predicting return into the first language” (ibid). In Fotiou (2015), this distinction is
scrutinized and it is shown that Auer’s criteria produce conflicting scenarios because they operate
at different levels: the syntactic and the conversational (and this is not acknowledged by Auer).
Finding it more appropriate to keep the two apart in my work, | argue that on the conversational level
the distinction should only be drawn based on whether there is a change of the language-of-
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interaction and/or negotiation of it, in which case we witness alternational codeswitching, or the
language-of-interaction does not change and is not negotiated in which case there is insertional
codeswitching.

2.4. What counts as codeswitching in Auer’s framework

Auer defines instances of codeswitching only when the use of another linguistic variety is
functional, yet in many cases it is hard to locate functionality. He labels cases of non-functional use
of another language where the use of the two languages is the language-of-interaction as language
mixing (1999: 315). Language mixing exhibits frequent intra-sentential juxtapositions. Auer (1999)
sees codeswitching and language mixing as parts of a continuum.

The existence of the two prototypes and the idea that they form a continuum is well argued
for. However, the presence of datasets which deviate from the prototypes (see e.g., Sebba and
Wootton 1998; Alfonzetti 1998) indicates that the strict and exclusive definitions that Auer claims for
are not always useful. One cannot treat a dataset as a deviation from a prototype. Auer’s definition
of codeswitching leaves out many cases which, while they are not functional at the conversational
level, neither qualify for borrowing status nor present a case of frequent language mixing. A single
switch to another language for which local discourse functionality is absent cannot merely be labelled
language mixing. Furthermore, it serves no purpose to say that in a given passage some elements
are codeswitching because a functionality can convincingly be argued for by the analyst and some
bits are language mixing because the analyst fails to identify a function, leaving aside the problem
of whether or not the function attributed by the analyst is intended by the speaker and perceived as
such by their interlocutor, and whether or not a function is present but the analyst fails to point to it.
Finally, cases that qualify as language mixing for Auer can be functional at the conversational level,
as he acknowledges (1999: 319).

3. SETTING THE SCENE

The Greek Cypriot community is described as diglossic (Tsiplakou 2006) and its speakers
‘(discrete) bilectals’, i.e. speakers of two varieties ‘very closely related [...] but discretely different
from one another’ (Rowe and Grohmann 2013: 20). Standard Modern Greek—which is one of the
two official languages of the island along with Standard Turkish—is mainly acquired through
schooling and functions as the High variety and CG, the community’s native language, is deemed
appropriate in informal domains and functions as the Low variety. Recent work, however, has shown
practices of codeswitching between the two varieties (e.g., loannidou 2009) as well as use of these
varieties in unexpected domains e.g., use of CG in education (Sophocleous 2011) and in the media
(Pavlou 2004). Moreover, while early work on CG described CG as a geographical continuum
(Newton 1972) this has arguably changed as evident in work conducted by Tsiplakou et al. (2006),
which argued for variation in CG as best described as a register continuum. Now, while the use of
codeswitching between the two varieties and the absence of strict functional differentiation between
them may not justify the view of the community as diglossic, the speakers see it as such (Karyolemou
(2007). Thus, we can claim that there is ‘diglossia in perception and continuum in usage’ (ibid: n.p.).

The relationship between Cyprus and the English language dates back to 1878 when the
British Empire took over the administration of the island from the Ottoman Turks. The island
remained part of the Ottoman Empire until the British annexed Cyprus in 1914. Under the Treaty of
Lausanne (1923), the Republic of Turkey gave up its claims on Cyprus and in 1925 it became a
Crown colony. It finally gained independence in 1960. Nowadays, English is the first foreign
language taught on the island from the first year of state primary schools. It is regarded as a
necessary language to be learned by everyone, and it enjoys prestige mainly in professional
domains (see McEntee-Atalianis and Pouloukas 2001: 33). Arguably its prestige stems both from
the fact that English is nowadays the international language and from Cyprus’s colonial past (Fotiou
2015 and Tsiplakou 2009).

Very few studies have investigated the use of English in Cyprus in the form of codeswitching
and most of them have done so with written data: two used Computer Mediated Communication
data and one used print media data. Tsiplakou (2009) analysed the email communication practices
of a group of friends coupled with a quantitative study of attitudes on codeswitching practices, which
showed positive attitudes towards codeswitching in email communication. In the email exchanges
codeswitching is the general discourse mode of communication and also has local discourse

96



functions. Tsiplakou shows how Greek is used to convey factual/referential information while English
is utilized for expressions of affect and evaluative comments (2009: 378-379). In a later study,
Sophocleous and Themistocleous (2014) examined Facebook messages to see how discursive and
social identities are performed and indexed through the user’s choice of language. CG is generally
used for humorous purposes, while SMG is reserved for more formal and serious purposes and for
enacting more professional-wise personas. Similar to the results of Tsiplakou (2009), English is
related to expressions of affect and evaluative commentary. Finally, Fotiou (2017) studied the use
of English in Cypriot Greek print media and showed that use of English is limited (0.66% in
magazines, 0.04% in newspapers) and that it can take many forms, for instance headings,
quotations and doublets (i.e., a translation or an explanation of a term which is marked by
parentheses, quotation marks or both (Mbodj-Pouye and Van den Avenne 2012: 186)). Among the
discourse functions it can serve are emphasis, clarification and as an argumentative device. At the
same time, it also functions symbolically and indexically (see Fotiou 2017; Androutsopoulos 2012).

Only one study examined codeswitching practices of Greek Cypriots in oral discourse, namely
Goutsos (2005) with an interest in uncovering its functionality at the discourse/conversation level.
He distinguishes language alternation phenomena according to the local vs. global role they play in
discourse, with the former having “only a narrow, locally restricted role in the construction of
discourse” and the latter “a wider significance for the discourse event in which they occur” (ibid: 190).
The data is analysed with reference to Halliday’s tri-partite scheme of (meta)-functions. A distinction
is made between ideational functions which concern propositional or topical discourse aspects,
interpersonal functions concerned with how speakers present themselves and with their
relationships in interaction, and sequential functions which concern cases where language
alternation is related to the sequential organization of discourse (ibid: 191)."

Overall, Goutsos observed that quantitatively English is limited. His data exemplifies local and
global phenomena. The former include proper names and borrowings and are limited in number and
array of functions (ibid: 193). The global phenomena demonstrate sequential and interpersonal
functions. Sequential functions are reported for: alo/alou (‘hello’), 6encu (‘thank you’) and pai (‘bye’),
which function as boundary markers at the beginning and end of a conversation (ibid: 193). While
these are bona fide borrowings in CG, Goutsos treats them as instances of ‘tag switching’. More
extended switches to English have an interpersonal function and predominantly take the form of
quotations (ibid: 198-200). Goutsos shows how codeswitching functions as a contextualization cue
and has a variety of functions such as being an argumentative device (ibid: 207).

4. THE CURRENT STUDY—METHODOLOGY

The data of this study originates from the author’'s PhD thesis (Fotiou 2015) and involves 40
hours of informal naturally-occurring conversations among Greek Cypriots aged between 10 and 55,
who were all born and raised in Cyprus. The conversations were recorded in the period between
2008 and 2011. Most recordings were conducted in Cyprus (29 recordings) and a few (7 recordings)
in the UK by Greek Cypriots temporarily living there for study or work purposes. The ‘friend of a
friend’ sampling procedure was used to find participants willing to record themselves and their friends
or acquaintances. The participants chose their interlocutors, the time and place of the recording and
the topics of discussion. A detailed description of the data collection process can be found in Fotiou
(2015).

The analysis put forward here does not subscribe to an orthodox CA framework, which focuses
on a meticulous analysis of pauses, hesitations, out/in breaths, and so on. The focus is on instances
of codeswitched material. Any other contextualization cues such as pausing or change in prosody
are only discussed if they are relevant to the occurrence of the switch. This is in line with many
studies that use a more ‘relaxed’ version of CA for their data. In fact, in the 1998 volume
Codeswitching in Conversation edited by Auer, as Auer himself acknowledges, most of the studies
“do not subscribe to an orthodox conversation analytic framework” (1998: 2) and later he admits that
he has adopted a CA-type approach. Similarly, most of these works (e.g., Moyer 1998; Sebba and
Wootton 1998) do not adopt a detailed CA transcription. Auer's framework diverges from other

' Goutsos uses the term sequential instead of Halliday’s textual because he is only interested in
“the global segmentational concerns of participants, which constitute only one part of the overall
textual concerns in the construction of discourse” (2005: 191)
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aspects of orthodox CA as well. The use of background knowledge regarding the context of a
particular interaction and knowledge about the participants themselves, the social and cultural
setting that a conversation takes place, etc., is utilized in works that use Auer’s framework for the
analysis of bilingual speech, and explicitly so by Auer himself (1998: 7). In one of his early
publications Auer (1984) dismisses use of any background knowledge “which cannot be shown to
be used by the conversationalists themselves” (1984: 6), only to subsequently claim that “additional
resources (researcher’s background knowledge, member’'s comments made during a recording) can
be useful if they are used in a methodologically controlled way” (ibid). Therefore, Auer’s framework
does not follow CA'’s strict focus on a particular extract of interaction without taking into consideration
information such as the setting of a conversation and who the participants are and what their relation
to each other is, which are important factors in the analysis of a specific stretch of talk. What it does
not do is to assume a priori that such factors determine or solely explain language choice and use.

Auer’'s framework has been chosen because it is specifically designed for the study of
codeswitching at the conversational level of analysis and interpretation and because the distinction
drawn between the different types of codeswitching is highly relevant to this study. However, the
way Auer makes use of the terms codeswitching and language mixing is simplified in this study. Use
of English which exhibits conversational functions and use of English with no such functions co-
exist, sometimes in the same conversation. It is not fruitful to describe each specific English element
as either being language mixing or codeswitching. In addition, many cases show English use which
is not functional at the conversational level, but at the same time it is not frequent enough to qualify
for what Auer calls language mixing. Since the data cannot be approached as cases of a ‘middle
ground’, both cases where use of English is functional at the conversational level and cases in which
it is not are considered here to be instances of codeswitching.

5. THE CURRENT STUDY—ANALYSIS OF SELECTED EXTRACTS

The analysis begins with extracts that primarily show discourse-related codeswitching. To start
with, in examples 1-3, Zina,? an IT programmer, teaches her colleagues how to operate a
SharePoint application. The application is in Greek and the seminar aims to explain its use;
therefore, Zina generally uses Greek terms for SharePoint and the internet. Yet she sometimes
switches to English in reference to these terms. The pattern observed is that one language is used
in the form of reiterations to clarify what another means, which is an often-cited function of
codeswitching (Gumperz 1982; McClure 2001). Such reiterations are usually flagged by
metalinguistic commentary. In the first example, Zina struggles to explain the function of ‘drag and
drop’ to her colleagues.

Example 1
1 Zina: to al:o pu mborume na kamume otan pame stin epekseryasia tis selidas (3) mborume
2 na to epileksume ffe otan fani tun to stavrudi o diplos stavros ffe pato to klik travo to
3 ffe perno to al:u ffe epie pu pano pu fino andis na to kamo diayrafi e na pao potfi na
4 to prosBeso pao pano tu pato klik travo to//

‘The other thing we can do when we edit a page is to choose this and when the small
cross appears, i.e., the double cross, | click on it, | drag it, and take it elsewhere, it
goes on top of that instead of deleting it, and | go there and add it on top of it, | press,
click, | drag it//’

5 Elpiniki: //ne drag and drop
‘IIYes drag and drop’

6 Zina: Drag and drop

Zina’s effort ends once the English name of the function is offered by Elpiniki (line 5). This an
example of ‘joint production’ or ‘collaborative sentences’ (Jefferson 1973: 50), where the second
speaker offers a completion of the first speaker’s otherwise structurally complete utterance. In line
6, Zina’s repetition of the English term has a ‘taking into account’ function (Perrin et al. 2003) and
also acknowledges their correctness; it “does affirmation” (Jefferson 1972: 302).

2 Pseudonyms are used for all participants to preserve anonymity.
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In the following examples, switching to English again takes the form of reiteration where Greek
terms are repeated in English. In example 2, Zina first uses the concept of ‘governance’ in Greek
then explains it in English (line 2) and proceeds to use both terms interchangeably (line 3 ‘politict’,
line 5 ‘governance’). In example 3 she explicitly clarifies what the Greek term means in English.

Example 2

1 Zina: sto xoro tuto argisame na val:ume kapca pramata opos politices 6iladi na valume
kapco governance stin arci eksekinisame ffe val:ame e afikame to kozmo na dulefci
xoris politici pu ek merus mas e idame oti kapci kamnun pramata eval:an fondo
koch:ino prasino ekamnan ta etsi l:io panairi ffe 8elume na valume kapca kapco
governance [...]
‘In this space, we started implementing some things like governance, that is we
implement some governance, at the beginning we started by implementing, eh we
left people working without governance from our end and we observed that some
people do things, they use red and green colours for their background, they turned it
into some kind of funfair and we want to introduce some governance [...]

A wWN

Example 3
Zina: mboro na kamo e apostoli (.) to apostoli en to upload sta el:inika [...]
‘| can also upload something; the term upload means to upload in Greek [...]

Overall, in these extracts codeswitching takes the form of reiteration which mainly has the function
of clarification as well as other functions noted for example 2. On top of that, Zina’s repetitions also
maintain coherence in her discourse (Auer 1998: 7). Besides these discourse-related functions,
these extracts also receive a participant/competence-related interpretation—it shows Zina’s and the
other participants’ competence in SharePoint/internet-related terms in both languages, even though
one gets the feeling that these people are more familiar with the English terms, regardless of the
fact that the software is in Greek. Finally, in relation to the distinction between insertional and
alternational codeswitching as implemented in this paper, we note the presence of insertional
codeswitching where there is neither change of the language-of-interaction nor negotiation of it.

In another case of discourse-related codeswitching, Orestis explains his obsession with
deodorants and perfumes and says that he uses them repeatedly. His friends find this problematic:

Example 4
1 Marilena: en:a paB8is ffe tipote j afto pu ise alerjikos se ul:a
‘Something will happen to you that is why you are allergic to everything’
2 Gerasimos: ise ipervolikos
‘You are acting excessively’
3 Orestis: hm?
4 Gerasimos: you are too much (.) you cannot be usingl/
5 Orestis: //ma en ja mena pu to kamno en ekatalava
‘/Ibut | do it for me | don’t understand’

Again here codeswitching takes the form of reiteration whose function is a “resolution of other-
initiated repair” (Curl 2005: 2). Gerasimos’ first utterance constitutes a trouble source since Orestis
requests a repair in line 3 with a next-turn repair initiator. The repair is given in English (line 4) with
no change in prosody, as one may expect. As Zentella notes, “[w]hat monolinguals accomplish by
repeating louder and/or slower, or with a change of wording, bilinguals can accomplish by switching
languages” (1997: 96). Although Gerasimos’ switch is not restricted to reiterating the trouble source,
we do not know whether he intended to continue in English since he is interrupted.

Some studies (e.g., Alfonzetti 1998, Gardner-Chloros et al. 2000) distinguish between cases
where the direction of the switch is important, i.e., from variety A to B or B to A, and those where the
contrast created with codeswitching matters. In the former case, the value associated with the
languages in question is important while in the latter it is not. At first glance here there does not
seem to be anything specific to using English for the repairing utterance, at least from what is
recoverable from the conversation. Gerasimos exploits the contrast created by the codeswitch.
However, there is another possible scenario borne out by the fact that in line 5 Orestis interrupts his
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friend. According to this scenario, Orestis did hear what Gerasimos said the first time and he is
offended by his remark and in line 3 he challenges Gerasimos to justify it. This is exactly what
Gerasimos attempts to do in line 4. If this interpretation is correct, then Gerasimos arguably repeats
his remark and tries to elaborate on it in English in an effort to sound less offensive by using a non-
native language which can make his ‘criticism’ sound less offensive. In other words, codeswitching
acts as a contextualization cue whose interpretation can be reached in both ways explored in section
2.1.

The following extract is from a conversation between Revekka and Aliki. Revekka reports on
a conversation she had with her ltalian ex-boyfriend, Mauro. Their original conversation was in
English. The couple was together when they were studying in the UK. At the time of the recording
Revekka had returned to Cyprus, and Mauro to Italy.

Example 5

1 Revekka: estile mu minima arges tu iuni na mu pi “fefco pao Italia” sta mesa tu iuli lali mu
“molis ftaso en:a se pcaso tilefono” al:a kanena simio zois epcase me tilefono sta
JdeneBlia mu (.) 6co fores malista epcase me to mesimeri (.) etrayudise mu
eksanapcase me to apojevma to catch up taxa ffe telos tu iuli lali mu “as soon as you
come back get in touch” [she was going abroad] estila tu minima (.) eyrapse me ffe
simera to proi [this was in mid-August] pu to xarama tu fu eyrapse mu sto wall mu tus
stixus kapcu trayudju ffe tuto itan eni ksero ti na scefto fe spazi mu ta NEVRA mu efi
toso fero pu eksafanizete ffe ftano sti fasi pu lalo “e ate KANI en vlakas” ffe ksafnika
ksana pale lali mu “are you gonna wait for me to put my things together?” ma ti na
wait for you? Tl na perimeno? ffe en:a mu pis na rto ITALIA? en:a mu pis na rtis
CIPRO? TI? Tl akrivos en:a perimeno?
‘He sent me a message in early June to tell me “l am leaving for Italy”; in mid-July he
told me “as soon as | reach | will call you” but gave no sign of life; he called me on
my birthday twice: he called me at noon, he sang to me and he called me again in
the afternoon supposedly fo catch up and at the end of July he told me: “As soon as
you come back get in touch” [she was going abroad]. | sent him a message to which
he never replied, and today very early in the morning [this was in mid-August] he
posted on my Facebook wall some song lyrics, and that was it, | don’t know what to
think, he pissed me off, he’s disappeared for so long and | reach a point when | say:
“That's ENOUGH he is an idiot” and suddenly he says: “Are you gonna wait for me
to put my things together?” But why should | wait for you? WHAT should | wait for?
Are you going to tell me to come to ITALY? Are you coming to CYPRUS? WHAT?
WHAT exactly should | be waiting for?’

2, 2 OCoONOOOPAWN

- O

This extract provides examples of constructed dialogue (see Tannen 2007) in both languages. The
use of constructed dialogue serves several discourse functions in both monolingual and multilingual
discourse (Archakis and Papazacariou 2008; Sebba and Wooton 1998; Labov 1972). In this extract
constructed dialogues are given in CG at the beginning of the narration, but as the conversation
develops Revekka switches to English for her conversation with Mauro. Revekka tells her friend how
in early June Mauro told her that he was leaving for Italy and that although he promised to stay in
touch, he did not. Instead he called her on her birthday towards the end of July. Mauro’s words,
although originally uttered in English, are reproduced in CG. One can say that his announcement
and promise (given in CG) provide the background for this story. The first switch to English is: to
catch up. The clause is both marked by taxa ‘supposedly’ and by the fact that it is in another language
thus creating a contrast with what surrounds it, possibly to show that Revekka has a strong attitude
to it. If Mauro had kept in touch, he would not need to catch up. That is, the switch to English marks
a differentiation between the content of the story and the expression of attitudes towards it (Matras
2009: 121). It also makes the first reference to the original conversation, which was in English.
Finally, this phrase may be in English because there is no exact Greek translation.?

As the narration continues, Revekka starts delivering Mauro’s utterances in English. This
creates a contrast between the more background-like information of lines 1-3, which involve his
announcements and promises, and the emotional intensity of the narration in lines 4-11, which

3 The author thanks a member of the audience at the 13th ICGL for this remark.
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involve his requests: a. to catch up, b. to get in touch after her holidays, and c. to wait to ‘put his
things together—possibly meaning ‘get his act together— and Revekka'’s reaction. In other words,
the two languages have different discursive functions in this narration.

As the narration unfolds and becomes more intense as time goes by (from early June to the
end of July); Mauro’s requests are constructed in English not only as an opposition to his earlier
promises, but also to distinguish them from the surrounding text. Thus, Revekka marks a change of
footing (Goffman 1981) with a change in language and contrasts his words with her reaction and
response to them, which is given in CG. Revekka explains in CG that she did get in touch with him
but there was no response and expresses her frustration, which is realized both with increased
volume and her choice of words. She also uses inner speech displayed here as ‘constructed
dialogue’ (‘That's ENOUGH he is an idiot’), which indicates that she reached a point when she
realised that she should end this. The inner speech is used to portray her mental state (Sams 2010:
3150). Then he provides his third request upon which she expresses her frustration by constructing
a more direct response (she uses ‘you’ rather than ‘him’). In her response, she repeats his request
by substituting ‘wait for me’ with ‘wait for you’, turning it into a persisting question asking whether
there is any reason for this waiting.

One of the functions that local diaphonic repetition (Perrin et al. 2003) has is a ‘negative reply
function’ where speakers show their disagreement with the repeated element. Clearly, Revekka no
longer sees the point in waiting for Mauro. By repeating his request and marking it by stating ‘but
why wait for you’, she refutes it (Perrin et al. 2003: 1853). The verb ‘wait’ is then reiterated two more
times in CG. The reiteration—along with repeating ‘ti’ (‘what for’) four times—builds up her argument,
develops and supports her assessment of her situation, and ultimately emphasizes her frustration:
‘wait for what exactly?’ The reiteration of ‘wait'—in both languages—not only serves to emphasize
her point but also to “evoke the hearer’s identification with her viewpoint” (Matras 2009: 106).

Overall, constructed dialogue is skilfully used to develop Revekka’s narration. It does not
matter if the dialogue she reports happened in that way or another; by reproducing ‘what was said’
she makes the story real, emotional, interesting, vivid and dramatic (Labov 1972; Tannen 2007).

To sum up the analysis so far, discourse-related codeswitching into English takes two forms:
reiteration and constructed dialogue. It has a variety of functions such as clarification, to mark a
change of footing, to express the narrator’s feelings and attitudes and to resolve an other-initiated
repair. At the same time, it can also have participant-related implications. Finally, in all extracts
shown so far we note the presence of insertional codeswitching.

In what follows, | concentrate on extracts that mainly show participant-related codeswitching.
In example 6a Orestis talks about a smelly river with his friend Gerasimos.

Example 6a
1 Geras: taxa i alji en pol:a Oreptici usia
‘Algae is supposed to be very nutritious’
2 Orestis: esi prepi na en:oas photosynthetic microbes in the water pu tuta
‘You must refer to photosynthetic microbes in the water, stuff like that’
3 Geras: e fito vasika re
‘Eh it is a plant basically, mate’
4 Orestis: perimene alji mbori na pis fe to fito pu en opos ffino pu en mes ti 6alas:a opos tus
5 mikrooryanismus phytoplankton le jete
‘Wait a plant that is in the sea like microorganisms is also algae, it is called
phytoplankton’
6 Geras:fitoplangton en:ois
‘You mean phytoplankton’
7 Orestis: ne ffino pu les esi algae en {fino taxa etsi oryanizmi pu zun mesa [...]
‘Yes, it is what you say it is; algae are supposedly organisms that live inside [...]

Orestis studies biology at an English-speaking university. ‘Photosynthetic microbes in the water’ (line
2), ‘phytoplankton’ (line 5) and ‘algae’ (line 7) are taken from the discourse of his studies. An
interesting use of English here concerns the word ‘phytoplankton’. This is the only case in this study
where English constitutes a trouble source and it is commented upon. Orestis pronounces it similarly
to English /fait"o plaxton/ rather than CG /fitoplang ton/. Gerasimos finds this problematic since
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phytoplankton is a borrowing from Greek and repairs it by pronouncing the word in CG. Orestis
accepts the repair but finds it inconsequential and continues his discussion in line 7.
A few turns later, Orestis continues with his explanations:

Example 6b

1 Orestis: ma etsi jinete pandu pos valis ena oxygen atom ena oksiyono ffe dio idroyona {fe
usiastika to idroyono en efi tin dinatotita na to dosi to ilextronio jati ena efi ara
mirazonde to e mirazete trava tuti ti dinami en tuti pu kamni usiastika drive to force
en to driving force ja na jini to reaction (.) efi al:es usies opos en to Bio sulphate opos
en to meBanio pu usiastika ksekina pu am:onia to meBanio NH4 [...]
‘But this is how it is done everywhere, as you put one oxygen atom one oxygen and
two hydrogens, the hydrogen doesn’t have the ability to give its electron because it
has only one, so they share it and when shared it attracts this force, this is the one
that drives the force, it is the driving force causing the reaction. There are other
substances like the sulphate, sulphate, like the methane that essentially starts from
ammonium, the methane, NH4 [...]

A WN

Orestis discourse is ‘peppered’ with English words and phrases which do not function in the same
way as those in examples 1—4. While as with examples 1-4, English takes the form of insertions
and the fact that CG is the language-of-interaction is unchallenged, these extracts (examples 5-6),
do not exhibit discourse related codeswitching; the only exception being the fact that Orestis
repetitions create a less dense discourse for his interlocutor: repetition is a cohesive device tying up
his discourse and making it coherent (Tannen 2007: 60). What we note here is participant-related
codeswitching which will be fully discussed after example 7 below, which also comes from a student.

Example 7
1 Electra: prepi na kamis focus pa sto discrimination factor ffe na katsis na kamis analyse
2 econometrically ta factors pu kamnun affect to discrimination e kata poso tun ta
3 factors anerun t al:a ta factor pu en ta individual characteristic as pume

‘You have to focus on the discrimination factor and concentrate on analysing
econometrically the factors which affect the discrimination and see to what extent
these factors invalidate the other factors which are the individual characteristics’

4 Kiristi: intervjus kamnete?

‘Do you conduct interviews?’

5 Electra: eyo en:a valo oti mboris na kamis fe intervjus epidi en:a xrisimopiisis data pu ta

6 databases al:a evala oti mboro na kamo intervjus tfe na kamo combination (.)

7 kamnume apla to main epidi 6elis huge sample ja na fcalis valid statistical results[...]
‘| will claim that you can conduct interviews as well, because you will use data from
the databases but | stated that | can conduct interviews and have a combination of
methods. You simply implement the main method because you need a huge sample
to produce valid statistical results [...]

As with Orestis’ extract, we note the use of words and phrases related to her studies for which it is
hard to find functionality apart from the fact that they provide cues about the participant. In other
words, in examples 5-7 codeswitching has participant-related implications. The fact that these
people study in an English-speaking university means they are accustomed to and exposed to an
English study-related jargon. English is the language of knowledge input and the language they
prefer to use when ‘reproducing’ that knowledge, but this does not involve a change in the language-
of-interaction. Even though these extracts show quite frequent switching, the speakers never entirely
switch to English. Codeswitching is insertional and not alternational (see section 2.3).

Further, switching to English is not a gap filler (Matras 2009)—as the repetitions of the CG
equivalents show, especially in example 6—but displays a preference for using English. That is, in
many cases the speakers show that they know the CG equivalents of English words and phrases
and, as such, English does not fill any gaps in their lexicon. Instead, by using English elements
associated with someone’s field of study the speakers “evoke context-specific associations by
selecting words that are associated with those contexts” (Matras 2009: 309). This gives them the
opportunity “to import the image of that setting directly into the context of the ongoing conversation”
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(ibid: 109). Similar observations are made by Backus (2000) for his study of a Turkish immigrant
community in Holland. As he explains, there are topics that have been communicated most of the
time in a specific language, and are thus identified with that language (2000: 132), hence, when
people discuss them they tend to include elements from that language.

Here, switching into English is not conducted for the speaker to semantically produce
meaningful discourse; the CG equivalent words/phrases can do the same job. It is not the referential
meaning alone that is projected when a word/phrase is used, but also the connotations it has, which
depend on what English means for the speakers and the community in general and how the
language is evaluated by the speakers. By bringing the flavour of that context into the present
moment, and by showing their competence and preference in using English, speakers provide
information, i.e., cues about themselves (participant-related codeswitching). Simultaneously, they
may (implicitly) evoke what it means for them to belong to a group of people who study and live
(albeit temporarily) in the UK, as well as the social meaning that they attribute to using English. Yet,
this meaning is not explicitly evoked in the conversations, since English use is uncommented,
unchallenged and smoothly integrated into the flow of speech, and it cannot be studied and
discussed here if what the researcher has available is only recordings of conversations. Further
study of the community by conducting interviews, participant observation, etc. is needed to study the
social meaning that codeswitching has for these speakers.

6. Concluding remarks

This paper has discussed CG-English codeswitching practices by Greek Cypriot speakers with
reference to Auer's CA framework for bilingual speech. It has been shown that both discourse- and
participant-related codeswitching take place. In relation to the former, various discourse functions
have been noted such as clarification, establishing comprehension, resolution of other-initiated
repair, forming coherent discourse, showing disagreement, a ‘taking into account’ function and
sounding less offensive. In relation to the latter, conversation extracts have been discussed in which
the use of English is concerned with discussions of topics that the speakers associate with the
English language because they have learned or been exposed to these domains through English. It
has also been shown that participant- and discourse-related codeswitching are not mutually
exclusive. Further, it has been noted that there is no struggle between the two languages, no
sequences of one trying to prevail over the other; CG is the language-of-interaction and
codeswitching is of the insertional sort. Finally, in agreement with Goutsos’ (2005) study, switching
into English is an uncommented, unchallenged and accepted phenomenon among the participants
(with the ‘phytoplankton case’ being the only exception).

Bearing in mind that only one study (Goutsos 2005) examined practices of codeswitching by
CG speakers born and raised in Cyprus with data originating from just one family, this work fills a
gap in the literature on Greek studies in using a large dataset of 40 hours and showing how
codeswitching is used for a variety of discourse and participant-related functions by the speakers.
Since this study-similarly to Goutsos (2005)- has concentrated on the conversational/discourse
level of analysis, future studies should now focus on uncovering the socio-linguistic implications,
social meaning and values that English (in the form of codeswitching) has in Cyprus.
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APPENDIX 1—Transcription conventions

(0.5) the number in brackets shows the time gap in tenths of a second
() marks a short pause in the talk of less than two-tenths of a second.
1 indicates latching between utterances

[ shows overlap speech

[

[] shows the onset and the end of overlap speech

word? a question mark indicates a question

WORD louder speech compared to the surrounding one

wo::rd colons indicate that the speaker has stretched the preceding sound or letter.
[words] transcriber's comments/additions

[...] show that parts of the conversation are omitted

word conversation in English

“wy

indicate use of (in)direct speech
For the transcription of Cypriot Greek (CG), the transcription conventions of Arvaniti (2010) are

followed. No IPA is used for the English used in the examples cited (unless these are established
borrowings) and English is written in italics. A free translation is provided for the analysed extracts.
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NEPIAHWYH

2UUQWVA  JE CAPKETEG MEAETEG TTOU  A@OpoUvV TNV  Opydvwon Tou TTOANITIKOU  Kal
KOIVOBOUAEUTIKOU AGYou Kal KUpiwg Tn pntopikA TNG TTONITIKAG avTirapdBeong (llie 2001), o1 AekTIKEG
€MOEOEIG Kal Ol TTPOOBANTIKEG YIA TNV TTPOCWTTIKOTNTA OMIANTPIWY KAl OPJIANTWY ETTIAOYEG ATTOTEAOUV
ouvnBIouévn €TTIAOYR OTO TTEPIKEIPEVO TTOU dNUIOUPYOUV ECAIPETIKA AVTAYWVIOTIKA KOIVOBOUAEUTIKA
OUOTAMATA, OTTWG TO EAANVIKO (Tsakona & Popa 2011). Z1o TTAQiclo TG avaAuong Tou TTOAITIKOU
AGYOU Kal Twv oUYXPovwV TTPOCEYYioewV yia Tnv guyévela (Brown & Levinson 1987, Watts 1992,
Eelen 2001, Harris 2000, Christie 2005, Garcés-Conejos Blitvich 2013), otnv TTapouca PeAETN
eCeTAfoupEe TITUXEG TNG  TIONITIKAG  avTimapdBeong oTov  €AANVIKG  KOIVOBOUAEUTIKO  AdyoO.
ETmiKevTpwvOuaoTE 0TV avAAUCT OTTOOTTACHATWY KATA TA OTIOIQ O1 ETTIKOIVWVIOKESG OTPATNYIKEG
AVTITTOAWY KOIVOBOUAEUTIKWY OUAdWYV UTTEPRAiIVOUV TIG TTPOTIUNTEEG ETTIAOYEG yIO TNV TTOAITIKN
avTimapdBeon (Georgalidou 2016). AvaAUoupe, TTOOOTIKA Kal TTOIOTIKG, Oedouéva Ta oTroia
TpoépyxovTal atmod MpakTikd Zuvedpidocwyv TNG OAopéleiag Tou EAnvikou KoivoBouliou. To Zwua
Kelpévwyv Twyv MpakTikwy Twy Zuvedpidocwyv TG OAopéAciag Tou EAAnvIkKoU KoivoBouAiou €xel
avatrruxBei oto Epyaotipio TAnpogopiking Ttou TuAuatog Meooyelokwy ZTToudwv Tou
MavemmoTtnuiou Alyaiou evw yia Tn CUYKEKPIMEVN MEAETN HEAETWVTAI 182 MPAKTIKA ZUVEDPIACEWY TOU
é€toug 2014 (7.395.673 Aégeig), 144 MpakTika Tou £Toug 2015 (5.435.784 Aégeig) kal 202 MpakTika
ToU £T10UG 2016 (7.634.719 AéCeEIG).

Key Words: Parliamentary discourse, Im/politeness, Aggression

1. INTRODUCTION

Numerous studies on the rhetoric of political combat (llie 2001), show that verbal attacks and
offensive language choices are rather common in the context of highly competitive parliamentary
systems such as the Greek (Tsakona & Popa 2011). In the present study however, the analysis of
excerpts of parliamentary discourse addressed to adversaries reveals not just aspects of the
organization of rival political encounters but, aggressive and derogatory forms of speech that directly
attack the integrity, the gender (Georgalidou 2016) or other aspects of the identities of the
addressees. The theoretical issues addressed concern the impoliteness end of the politeness/ politic
speech/ impoliteness continuum in the light of extreme cases of conflict in parliamentary discourse
(Watts 1992; Christie 2005).

In Brown and Levinson’s framework (1987), politeness is defined as a set of linguistic
strategies designed to reduce threats to face and maintain communication. By way of contrast,
impoliteness should have to do with face-threatening speech acts and the breakdown of
communication (Georgalidou 2016). However, recent approaches to im/politeness highlight the
essentialist aspect of the above-mentioned definition which perceives meaning as embedded in
linguistic devices rather than as constructed by interlocutors in discourse (Arundale 2010; Culpeper
2005; Eelen 2001; Watts 2010). Within both ethnomethodological (Arundale 2010) and social
constructionist approaches (Culpeper 2005; Garcés-Conejos Blitvich 2013; Watts 2010)
im/politeness is seen as an interactional construct accomplished by participants to discourse via
concrete interactional action and reaction. Within this perspective, impoliteness comes about when
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the speaker communicates face attack intentionally and/or the hearer ostensibly perceives, therefore
constructs, behaviour as intentionally face-attacking (Culpeper 2005, 39).

Watts’ (1992) three-part distinction between im/polite and politic discourse, the latter defined
as socio-culturally determined behavior designed to maintain a state of equilibrium during on-going
processes of verbal interaction (Watts 1992, 50), seems to be applicable to speech events within
parliamentary procedures (Christie, 2005). Watts’ model, allows for the explanation of how both
polite and impolite verbal actions can be constructed as marked, whereas politic speech, i.e.
mutually acceptable interactive choices that maintain on-going communication, as unmarked. It also
allows for the explanation of how threats to face can be seen not just as acceptable, but as desirable
in specific contexts.

As we have discussed elsewhere (Georgalidou 2016), the distinction of politic choices versus
impoliteness therefore, can be seen as a distinction between preferred versus dispreferred
conversational choices (Pomerantz 1984), with politic choices constructed as preferred, and
impoliteness as dispreferred. The analytic question is how, within the context of the interaction,
participants contextualize verbal attacks i.e., impoliteness defined as intentionally offensive acts
(Culpeper, 2005). Constructions marked as dispreferred define the limits of rival discourse as a
politic, therefore unmarked choice within political combat. The breakdown of communication,
retrievable in the local context of conversation, can be considered a marker of dispreferred /
aggressive communicative choices. Markers of breakdowns due to behavior responded to as
unacceptable by immediate recipients, fellow MPs and/or by the House Speaker are shown in the
following table:

Table 1 Markers of breakdowns

g (@7 translation SIS (I CHET) translation
other) acts acts
TTAPAKAAW please va avakaAéoel/ete  (you should) withdraw
[B6puBod] [noise] va (KAgioel) 1o turn the microphone
MIKPOPWVO off
oeviva un(v) not to be written  Ba/va kAciow 1O/ | will turn the
ypageTal TiroTa down in Minutes  0ag kAgivw 10 microphone off
oTa TTPAKTIKA MIKPOPWVO
VTPOTTN shame CUPHOPPWOEiTE [you must] conform
[kwdwvokpouaieg] [bell rings] [aTTOXWPSEI (OTTO [leaves the Room]

TNV aiBouca)]

The analysis of the data is qualitative, informed by conversation analytic, social constructionist
and critical approaches to discourse. What is more, this is a corpus-based study (Adel 2010). The
corpus discussed today consists of the Minutes of all Plenary Sessions of the Hellenic Parliament’
for the years 2014 and 2015. The corpus consists of 182 files for 2014 with a total of 7,395,673
words and 144 text files for 2015 with a total of 5,435,784 words, 26,5% less than in 2014. Each text
file corresponds to the Minutes of one Plenary Session. AntConc? has been used for the quantitative
processing of the language material.

Table 2 Corpus total words

2014 2015 Variation %
Total Words 7,395,673 5,435,784 -26,5%

In what follows we will examine aggression involving women, aggression involving men only and
some preliminary quantitative findings.

2. THE DATA

" http://www.hellenidelment.gr/gr
2 http://www.laurenceanthony.net/software.html
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Our data come from the official proceedings and video-recordings of parliamentary sittings for
a period of five years (2012-2017). Today we will focus on the years 2014 and 2015 during which
Greek politics have undergone significant overturns due to the raging economic crisis. The
subversion of previously powerful political organizations and the coming to power of a left party of
communist origin (SYRIZA) in coalition with the newly founded right wing party of the Independent
Greeks led to the aggravation of the nevertheless adversarial style preferred by Greek
parliamentarians. Despite the fact that aggressive discourse by the extremist right-wing party Golden
Dawn can be the subject matter of a study by itself, in this study, qualitative analysis will only focus
on aggression constructed by members of mainstream political parties.

In the past five years, marked impoliteness boarding outright aggression (and in the case of
GD outright aggression) has been used to attack not only adversarial political ideologies but to
discredit the personality of political opponents. Personal attacks during parliamentary sittings have
become the dominant style of opposition in contemporary Greek parliamentary discourse. As table
3 shows, attributing insulting or even abusive characterizations to persons instead of assessing
political stances and actions has been a common choice during debates in the period under scrutiny,
with rates rising by 35,3% in absolute numbers and by 41% proportionately in 2015.

Within this context, the theoretical issues tackled in this study concern aggression as face-
threatening communication pertaining to the impoliteness end of the politeness/politic
speech/impoliteness continuum (Christie 2005).

3. AGGRESSION INVOLVING WOMEN

In the first example, Rahil Makri (ANEL) mockingly praises PASOK (turn 3) as a response to
Christofilopoulou’s remark that Greek public administration improved thanks to initiatives taken by
her party. Despite the fact that her acclamation is not responded to by the primary female recipient,
the House Speaker expresses his sorrow, calls Makri back to order, and directly characterizes her
behavior as ‘more than funny’, impolite and rejectable (turns 4 & 6).

(1) 23/10/2014, Official Proceedings, pages 320 — 322

1. MAPAZKEYH XPIZTO®INOMOYAQY (Yourroupyds AioikntikAGg MetappuBuiong kair HAEKTPOVIKNAG
AlokuBépvnong): TeAsiwvw, kupie Mpdedpe. Av uttdpxel AZEI, av uttdpxouv KEM, av ummdpyel EBvikN
2xoAf Anuéaiag Aloiknong, €ivai yiati TTEpace autd TTou €0€ig onuepa BEAeTE va AoidopeiTe Kal AEyeTal
MaveANAvio ZoaoiaAhioTiké Kivnua. EuxapioTw TToAU.

2. AXHMINA =HPOTYPH-AIKATEPINAPH: Eivai auty arrdvtnon Y1roupyou;

3. PAXHA MAKPH: Znitw 10 MaveAArvio ZoaolaAioTiké Kivnua!

4. TPOEAPEYQN (Xpriotog Mapkoyiavvakng): Kupia Makpr], Autréuar TrTdpa TTOAU yia TN GUUTTEPIPOPA GAG.
Edw eival KoivoBouAio. Zag avakoAw oTtnv Ta¢n. H cuptrepipopd aag gival TTavw atrd aoTeia.

5. PAXHA MAKPH: ...(Agv akoUGTNKE)

6. MPOEAPEYQN (Xpriotog Mapkoyiavvakng): Zag mopakaAw Tapa TToAU, kupia Makpr. ‘Exete dwaoel
eTTavVEINNUMEVWG EEETATCEIS KOl ATTOPPITITEDTE, OU @aiveTal, GO0V aPOpd TNV EUYEVEIQ.

In example 2, following a negative comment (turn 1: ‘But ANEL have discovered the trick’ &
‘it's a trick’) concerning their parliamentary strategies, ANEL MP Quick declares that they will not
allow Sofia Voultepsi (ND) to make them wear a muzzle. After a series of strong protests by two
male ANEL MPs, Voultepsi declares that she has not offended them. The responsive comment by
her colleague that has not been recorded is followed by a dismissive colloquial expression on her
part (‘Oh come on’) in the 2" person singular (turn 5). The Greek phrase contains the widely used
address term ‘pwpé¢’, the actual meaning of which is ‘moron’. Voultepsi’s switching to 2" person
singular, basically used in informal contexts in conversations among people who are well acquainted
but also in non-friendly talk to mark withdrawal of respect and possibly aggression, together with the
address term “moron”, triggers Quick’s aggressive response in turn 6. Switching to 2" person
singular as well, he orders Voultepsi to use the word ‘moron’ in her own home. The House Speaker’s
repeated pleas addressed to Quick in the next turn mark the incident as exceeding acceptable
parliamentary conduct.
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(2) 9/4/2014, Official Proceedings, pages 50 - 53

1. ZO®IA BOYATEWH: O1 Avegdptnrol 'EAANVEG OUWG €xouv Bpel TO KOATTO, va €TTIQUAGCOOVTAI OTNV
ETTITPOTIA KaI va €pxovTal €W, €ITE TUPPWVOUYV £iTE dEV CUPPWVOUV, va WIAG Ol JOVO O €I0NYNTHG TOUG
aAAG kal 0 KoivoBouAeuTikdg Toug EkTTpdowTTog Kail a1o TEAOG va Aéve «NAlx». To dexéuaaTe Ki autd yia
TIG AVAYKES TNG oulnTNong Kai Tou diaAdyou. Opwg ival kdATTo. ((omitted discourse))
TEPENZ-ZMENZEP-NIKOAAOZ KOYIK: ®iuwTtpo dev Ba pag BAAel n K. BouAteyn!

((omitted turns, strong protests on the part of ANEL))

ZO®IA BOYATEWH: Aev oag Trpogéfaia.

TEPENZ-ZMENZEP-NIKOAAOZ KOYIK:...(Agv akoUOTNKE)

>O®IA BOYATEWH: 'EAa pwpé!

TEPENZ-ZMENZEP-NIKOAAOZ KOYIK: To «uwpé» oTriti oou! Eipal cagng;

MPOEAPEYQN (Iewpylog KaAavt{Ag): Zag TrapakaAw, kKupie Kouik. MNa 1To1o Adyo, dnAadn, va yivel Twpa
auto; ‘Exete kavéva Adyo; YTTapxel Adyog;

n

Nookrow

In example 3, Kegeroglou (PASOK) remarks that the Undersecretary of Employment and
Social Welfare, Theano Fotiou (SYRIZA), keeps forgetting things that have been explained to her
by him (turn 1). He goes on to suggest that she suffers from Alzheimer's, an illness that induces
memory loss to the elderly. His comment is directly contextualized by him as jesting. Nevertheless,
the humorous interpretation of the remark is directly contested by Fotiou, who rejects the comment
as a hideous insult (turn 2). The House Speaker calls both MPs to order, indirectly dismissing
Fotiou’s protest as unfounded.

(3) 29/6/2015, Official Proceedings, pages 168-169

1. BAZIAEIOZ KEFKEPOIAQY: AAAG éxw €gnynoel kal éxw dwaoel Ta éyypaga otnv K. Pwrtiou TTOAAEG
POopPEG, OxI pia. Mati Eexva. TIg éxw TTel JAAIOTA XAPITOAOYWVTAG OTI €XEl ANTOXAIMED.

2. ©OEANQ OQTIOY (AvamAnpwtpia YToupyog Epyaciag, Koivwvikng Ac@dAiong kai KolvwvikAg
AANAeyyONG): Aev déxoual aoTeldkia TéETolou TUTToU. Agv Ta d€xopal, yiaTi autd ival xudaidtng. Aev Ta
déxopal.

3. MPOEAPEYQN (Z1upidwv Aukoudng): Zag TmapakaAw TTapa TToAU, KUpie ouvadeAge. Kupia YTToupyg,
0aG TTAPAKAAW.

4. OEANQ oQTIOY (AvamAnpwtpia YToupyodg Epyaoiag, Koivwvikng Ac@dAiong kai KolvwvikAg
AAANAeyyUNG): Tou divete Tov Xxpovo yia va e uPpiler;

In excerpt 4, Adonis Georgiadis (ND) attacks Zoi Konstantopoulou (SYRIZA), insinuating
aberration (“it is absolutely obvious that she needs it ((psychiatric help))”), again activating the
stereotype of female incompetence and irrational behavior. In the second part, he attacks Rahil
Makri (ANEL) insinuating sexually provocative conduct (“the image of Ms Rahil Makri on the railings
was really beyond every expectation”). The phrase “on the railings” has various connotations as it
indirectly refers to the Greek idiomatic phrase “the railing of the hooker”. Comments on mental well-
being and sexually provocative conduct in excerpts 4 and 5 comprise off-record impoliteness
(Culpeper 2005) and indirect sexist verbal attacks via humor and irony. The attacks are
contextualized as such by the strong reactions of the recipients, other MPs and the temporary
breakdown of the procedure (Georgalidou 2016).

(4) Parliament 10/11/2013: Motion of censure on the government of ND, PASOK

Adonis Georgiadis: Euxapiotw TTOAU KUpie Mpdedpe () O@a RBeAa va EeKIvAiow TNV OJIAia pou pe Ta XBeaivd
yeyovoTa otnv EPT, kai Tnv eikdva Tng €: Kupiag KwvoTavtommroUAou va: KaAei o€ BorBeia. @EAw kai 'yw oTr'
TNV TTAEUPd POU va TTICTOTTOINOW, £XovTag {Aoel e TNV Kupia ouvadeA@o otn Aiota AaykdpvT yia TTepiTrou
TTéVTE UAvVEG, OTI gival atmOAUTWG TTPo@AVEG OTI TNV XpeladeTtal Kal Ba Trpétrel pe KATToI0 TPOTIO va Tn
Bondnoouue. Etiong, Ba mpétrel va TTw OTI n €IKGva TNG Kupiag PaxnA Makpr TTavw €16 Ta KAYKEAQ, ATAV
TTpayHaTIKa Trépav [Trdong TTpoodokiag. ]

HS: [MapakaAw X12]

MPs: ((strong protests))

Our last example in this category comes from a well-known debate during which the then

Education Undersecretary George Stylios addressed the statement “You are not going to turn me
into Kasidiaris” to his female colleague, Liana Kanelli (Official Proceedings 6/11/2014). llias
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Kasidiaris, from Golden Dawn, had physically assaulted Kanelli in the middle of a political discussion
panel on live television (Antenna TV, 7/6/2012). Stylios responds to harsh criticism by his woman
counterpart via resorting to an aggressive verbal attack. Reference to the incident of physical
violence constitutes bald-on-record impoliteness (Culpeper 2005), as well as a sexist attack against
Kanelli. It places full responsibility for the violent act against her on her, justifying the attacker (turn
5: “You need Kasidiaris ((i.e. beating up))!l”). It also activates sexual stereotypes of
dominance/submission (Georgalidou 2016). Kanelli contextualizes the attack as unacceptable by
protesting strongly and walking out of the sitting.

(5) 6/11/2014, Official Proceedings, pages 84-89

1. TEQPIIOZ :TYAIOZ (Youtroupydg lMaideiog kai Opnokeupdtwy): H K. KavéAn BéAel va pe kdvel
Kao1d1dpn, aAAd dev Ba yivw Kaoididpng! ©éAete Kaoididipn, kupia KavéAAn, aAA& dev TTpoKeiTal 0 ZTUAIOG
va yivel Kaoididpng! Na 1o yvwpilete auto.

2. NIANA KANEAAH: MapokoAw;

3. TEQPTIOZ ZTYAIOZ (Youtroupyodg Maideiag kal ©Opnokeupdtwy): @€AeTe va pe Kavete Kao1didpn, ouwg
O¢ev Ba yivw Kao1didpng, d10TI £xw TTeEPATEl TIG £CETATEIG APIOTEUOVTAG Kal BIOTI Sivw eEETACEIC GTOV APTIVO
Aao kal atov eEAANVIKO Aad KaBe pépa kai dev e evdia@épel n dIKA oag n BabuoAoyia, n TTPOCWTTIKA.

4. NAIANA KANEAAH: Kupie Mpoedpe, Ba Tov eTTava@EPETe PETA a1Td aUuTO 1 OX|;

All in all, verbal attacks launched by women parliamentarians against either women or men
political adversaries are considerably more indirect, avoiding personal subversive characterizations
and resorting to the activation of presuppositions. They are met by harsh criticism, reprimands and
counter-attacks by their male counterparts. As shown in examples 3, 4 and 5, verbal attacks by their
male colleagues undermine their gender rather than their political identities, constitute implicit sexist
aggression and are contextualized as such by strong protests and the walking out of sittings.

4. MEN ATTACKING MEN

In example 6, Filis (SYRIZA) responds to Geogiadis’ (ND) indirect contesting a minister’s right
to address the parliament (turn 1), addressing him as “you, book-seller” in the 2™ person singular.
He orders him to go on selling books, thus questioning his being a competent member of the
parliament (turn 2). He invokes the well-known image of Georgiadis promoting book-series at
discount prices during live commercials on a private television channel pertaining to the extreme
right-wing party LAOS. In turn 3, Georgiadis counter-attacks by addressing Filis as “you, journalist”
matching his choice to refer to their previous occupations. They both address each other by means
of non-derogatory address terms, which are nevertheless used -and ostensibly perceived- as
derogatory forms of address.

(6) 30/3/2015, Official Proceedings, pages 211 - 216

1. ZNYPIAQN-AAQNIZ TEQPTIAAHZ: Qg 11 8a pIARoel o K. KatpoUykaAog;
2. NIKOAAOZ ®IAHZ: Eou, BIBAIOTTWAN, va TTouAdg BIBAia!
3. ZMYPIAQN-AAQNIZ TEQPTITAAHZ: ©a TTouAdw 6,11 BéAw, dnuoaioypdge!

In example 7, following a series of intense exchanges, Kouroumblis (SYRIZA) refers to
Georgiadis (ND) in the 3™ person by means of the pejorative term ‘the wretched Mr Georgiadis’ (turn
2). He thus provokes strong reactions on Georgiadis part and reference to himself as ‘a rude
colleague’ and to his conduct as violent (‘| suffered violence’), as well as pleas to the House Speaker
to protect him from the assaults (turns 8 and 10).

(7), Official Proceedings, 23/7/2014, pages 178-183

1. ZIMYPIAQN-AAQNIYE TEQPTIAAHY: Aev €xete dikaiwpa va dIAKOTITETE TOV OUIANTA! Agv TO €xeTe PABEI
1000 Xpovia edw TTEPA PETQ;

MANAMQTHZ KOYPOYMIAHZ: Aev Ba yivetal autd TTou A€l 0 K. Mewpyiddng, o aBAiog K. Mewpyiadng!
MPOEAPEYOQYZA (Mapia KoAIa-Taapouxd): Zag TTapakaAw!

MANAMQTHZ KOYPOYMIIAHZ: Oy, 6a atraviiiow o€ auTto TTou itrare!

SMNYPIAQN-AAQNIZ TEQPTIAAHZ: ...

orwb
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6. TMANATIQTHZ KOYPOYMIAHZ:...

7. MPOEAPEYOQYZA (Mapia KéAAia-Taapouxd): Kupie KoupouuTrAr, Ba Treite autd TTou BEAETE JOAIG TTAPETE
Tov AdYyo, o€ Aiyo. Agv ypd@eTal TITTOTA ATTO AQUTA GAG TTOPAKOAW.

8. ZMYPIAQN-AAQNIZ TEQPIIAAHZ: MndevioTe pou Tov Xpovo, Kupia Mpdedpe. Aev utropw. ESW uttéoTnv
Bia!

9. MNPOEAPEYOQOYZA (Mapia KéAia-Toapouxd): Kupie Mewpyiadn, ouvexioTe €ogig. ©@a uttdpéel avoxn.

10. ZMYPIAQN-AAQNIZ TEQPTIAAHZ: YTréoTny Bia a1rd évav avaywyo ouvadeA@o, Xwpis Kapia TTpooTagia
até 1o Mpoedpeio.

In example 8, Davakis (ND) counter-attacks Flaburaris (SYRIZA) by incongruously switching
to the 2" person singular to nevertheless express his respect towards his interlocutor’s old age.
Reference to Flaburaris’ age also activates presuppositions of incompetence. Even though he
evokes the traditional value system of reverence to the elderly, he uses the 2" person singular and
the directly pejorative address term “idiot / imbecile”, provoking the reaction of the House Speaker.
In turn 3, he addresses Flabouraris by the derogatory term “objectionable”, he reminds him that he
is partaking a sitting in the Greek Parliament and orders him to be more decorous and decent,
insinuating that he is neither.

(8) 27/6/2015, Official Proceedings, pages 330 - 332

1. AAEZANAPOZ ®AAMITOYPAPHZ (Ymroupyog Etikpareiag): ... (Aev akoUoTnKe)

2. AOANAZIOZ AABAKHZ: ZéBoual Ta Xpovia oou. ZERopal TV nAKia gou. AANAIWG Ba oou €Aeya auTd TToU
oou agiCouv. Aev o€Beoal TNV nAIKia oou; € euéva Ba PIAAG KaAuTepa! HAIDIg!

3. MPOEAPOZ (Zwn KwvaoTavrotrouAou): Kipie AaBdkn, OTOUATHOTE.

4. AGANAZIOZ AABAKHZ: Eical amapddekTog. Na giogal eUTTpeTTEOTEPOG Kal coBapdTepog. Eical otn BouAn
Twv EAAMqVWV.

In example 9, Theodorakis (Potami) makes a statement of facts about all SYRIZA MPs (turn
1). He claims that they had never had proper jobs but had been on their party’s payroll, portraying
them as incompetent party missionaries. Following his declaration, all SYRIZA MPs stand up and
protest strongly. Amidst protests, four MPs escalate conflict by evaluating his statement as ‘pathetic’
(turn 2), by stating he should be ashamed of himself (turn 2: ‘shame on you’, turn 4 ‘you should be
ashamed of yourself’, turn 7: ‘shame’) and finally attributing subversive characterizations to him
either by 3" person reference (turn 6: ‘the child of in vitro fertilization’) or by directly addressing him
in the 2nd person (turn 13: ‘you were bribed by Simitis your whole life’, turn 15: ‘Karagiozi’). The
House Speaker calls SYRIZA MPs to order repeatedly. In turn 12 however, he acknowledges
Theodorakis’ insinuations as personal and disdainful and asks him to refrain from references of
similar content.

(9) 27/6/ 2015, Official Proceedings, pages 371-382

1. ETAYPOZ OEOAQPAKHZ (Mpdedpog Tou Kéupatog To Motépi): Asv oloare TTOTE aTTd TNV £pyacia oag.
Zouaoarte TTavTa ato Tn Yiobodoaia Tou KOPPaTog!
(Opbiol o1 BouAeutég Tou ZYPIZA SiapapTUpovTal EVIOVwG)
XPHZTOZ MANTAZ: Eivai 46Aio auto TTou Kaveig! Ntpotrr oou!
MPOEAPEYQN (AAé€log MnTpoTTOUAOG): KUple MavTd,...
FEQPTIIOZ MNMANTZAZ: Ti eival autd TTou Agg; Zav dev vipémeoai!
MPOEAPEYQN (AAé€log MnTpoTToUuAOG): Kupie MavTa,...
FEQPIIOZ NANTZAZ: Ti cipaoTte; KAé@TEG €ipaoTe; HpBe 10 Taudi Tou owAnva...
XPHETOX MANTAZ: Na avakaAéoeig! Ntpotr!
MPOEAPEYQN (AAé€log MnTpoTTOUAOG): KUple MavTd, 0ag TTapakaAw.
XPHZTOZ MANTAZ: Na avakaAéoel, kUpie Mpdedpe!
MPOEAPEYQN (AAé€Iog MnTpoTTOUAOG): KUpie Mavtd, aag TrTapakaAw. Kupie @codwpdkn,...
XPHZTOZ MANTAZ: Na avakaAéael, kUpie Mpdedpe! Avte utrpapo!
(Evroveg diapapTupieg otnv AiBouca atrd Tnv répuya Tou ZYPIZA)
MPOEAPEYQN (AAéEIog MnTtpdTtrouAog): Kupie Mavtd, oag rapakaAw! Kipie @£odwpdkn, amo@UyeTe
ATTAgIWTIKEG KAl TIPOCWTTIKEG ava@opE Kal ouveyxioTe. Kupie MNpodedpe, auvexioTe va TTAPE NPEUA.
. KONZTANTINOZ MIMAPKAZ: Mia Cwh Ta £TTQIpVES OTTO TOV ZNMiTN
(...)
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14. ETAYPOZ OEOAQPAKHZ (Mpodedpog Tou kKOUuaTog To Motdun): YTTapxel pia rapegrynon. Ocwpeite ot
MTTOpPEITE ONuEPa va BPICeTe Pe TOUG TTANPWUEVOUG KOVOUAOPOPOUG GOG KAl VO Unv TTaipveTe amavtnon!
(Opbiol o1 BouAeutég Tou ZYPIZA SiapapTUpovTal EVIOVWG)

15. MAYAOZ NMOAAKHZ: TMou douAeyweg otn {wn oou; Kapaykiéln!

Attacks in the final example (10) are triggered by perceived insults to collective ideologies.
Karathanasopoulos (member of the Greek Communist Party, henceforth KKE) escalates his attack
against Amyras (POTAMI) first stating that his claims (turn 1) and then he, himself, are ridiculous
(turn 3) in the 2" person singular. However, he limits the characterization “ridiculous” to Amyras’
opinion concerning communism, refraining from attributing it to his personality in general (‘you are
ridiculous to think this is what communism is about’). In turn 4 however, aggression is further
escalated by Amyras calling Karathanasopoulos a bully in the 2™ person singular and then switching
to the formal plural form to call him “a blackguard and a bully”. Switching from singular to plural and
backwards continuous in the next turns revealing instability in the construction of the speech event
as pertaining to the parliamentary frame of formality. Nevertheless, they both preserve aggression
by calling each other names. Amyras attributes cowardice and ridicule to all Greek communists (turn
8) to which Karathanasopoulos responds by a colloquial dismissive speech act (‘Avte pe’ / “You get
out of here’ turn 9), followed by another KKE MP (turn 12) who, despite the House Speakers pleas
for order (turn 10), further escalates aggression by calling Amyras a ‘wuss’ and ‘half a slap’ (turn
12).

(10) 19/11/2015, Official Proceedings, pages 295-298

NIKOAAOZ KAPAOGANAZOIOYAOZ: Auté Kavelg KGBe popd Kai givar yeAoidtnra!

MPOEAPEYQN (lewpyiog AautrpoUAng): Kupie KapaBavaadTrouAe. ..

NIKOAAOZ KAPAGANAZOINOYAOZ: Eioal yeAoiog va vopileig 611 auTo gival 0 KOPPOUVIOUOG!

FEQPIOZ AMYPAZ: Eou cioal Tpautroukog. Kai go¢ig ioTe UBPIOTAC KAl TPAPTTOUKOG. EvTagel;

(...)

NIKOAAOZ KAPAGANAZOINMOYAOZ: Eacig va Ta TTApETE TTIOW Kal OXI VO CUKOPAVTEITE TOV KO UOUVIOHO.

Eioail yeAoiog!

6. TEQPI1IOZ AMYPAZ: Na mdpete TTiow TIG UBPEIS, KUPIE.

7. NIKOAAOZ KAPAOANAZOIOYAOZ: Eioal yeAoiog!

8. TEQPT10Z AMYPAZ: Eotig ciote yeloiog! Eiote évag deIAOG yeAoiog! AuTo cioTe! H, ye dAAa Adyia, sioTe
évag ‘EANnvacg kouuouviaTAG. AuTd Ta Aéel OAal

9. KONZTANTINOZ ZTEPTIQY: Avte pg, TTou Ba TTEIS YIa TouG 'EAANVEG KOUUOUVIOTEG!

10. MPOEAPEYQN (lewpylog AautTpoUAng): Zag TTapakoAw!

11. TEQPIOZ AMYPAZ: Kupieg kai KUplol cuvadeA@ol eTTavEPYOopal, AoITTév Kail divw Ta eUoNUA EYW. ..

12. KONZTANTINOZ XTEPTIQOY: Avrte putrpaBo, Boutupoutreuté! Mior) o@alhidpa gioal.

i N

o

All'in all, male MPs, rather than insinuating, quite often attribute offensive characterizations to
each other addressing adversaries in the irreverent 2™ person singular, thus further breeching
expectations of formality compatible with parliamentary discourse. Opposition strategies of this kind
are contextualized as unacceptably aggressive -even within the highly competitive Greek
parliament- by strong reactions to them by both political adversaries and the House Speakers.

5. SOME QUANTITATIVE EVIDENCE

As we discussed earlier, occurrence of aggressive markers have risen by 35,3% in absolute
numbers and by 41% proportionately in 2015. The following concordance table (Table 3) shows how
phrases which serve as markers of aggression are used in the immediate contexts in which they
appear. The left column shows the list of the key words/expressions and the second column the
years of appearance. The concordance lines have been sorted so that word(s) coming before or
after the key words/expressions are included.
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Table 3 Concordance table of markers of aggression for the years 2014-2015

Word/
expression  Year
?
yoU-SING 2015 | What are You-SING talking ﬁg"“t- You should
2014 You-SING are a terrorist!
What you are doing is Shame on you-
shame 2015 | athetic! SING
) She did it (again)
2014 | It's (her) shame yesterday.
retract 2015 | You should retract-2" -SING that! Shame!
-2nd _
2014 Retract-2"*-SING . 1 e diately.
gg:)) you 2015 | Who are you You-SING buddy, that you can
2014 | Shut up - You-SING
. What are you-SING talking . .
lies 2015 about? These are lies. You are lying.
2014 | These are lies.
liar - i} P ; |
(2"SING) 2015 | You-SING are a liar! Take it back!
2014 | You-SING are a liar too!
You are .
lying 2015 | | accuse you-SING of lying
2014 You-SING are lying! | know that.
Sit down 2015 Sit down-2"9-SING, fatso
2014 | You do not have the floor. Sit down-2"4-SING!
Come on 2015 Come on-2"-SING,  you-SING!
2014 Come on-2"-SING. It's enough.

Table 4 gives the total frequency of occurrence of singular forms and singular forms in direct
control acts and the colloquial address term ‘p¢’ in the years 2014 and 2015.

Table 4 Total frequency of occurrence of singular forms and singular forms in direct control acts and the
colloquial address term ‘p¢’ in the years 2014 and 2015.

Word, phrase fre:&taanlcy F;;gl::::i)\//;n Varioztion
situations
Pe ((eh) you) 28 58 4 44 +1000%
Karoe (sit down) 9 20 2 14 +600%
EoU (you) 135 130 20 57 +185%
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gioal (you are) 268 262 8 57 +612,5%
‘EAa (come) 73 60 7 12 +71,4%
Na avakaAéoel
(repeal, withdraw- 38 61 9 21 +133,3%
singular)

Table 5 shows reactions on the part of the House Speakers as well as immediate
recipients to offensive discourse.

Table 5 Reactions on the part of the House Speakers as well as immediate recipients to offensive discourse.

Total Frequenc.y in Variation
Word, phrase frequenc aggressive o
q y situations ’
2015 2015
TTapakaAw (please) 4306 | 3250 242 265 +9,5%
Na avokaAéoeTe 0
(repeal / withdraw-plural) 49 a7 23 21 -9,5%
Na kAgioel (TTapakaAw) To
MIKpO®wVo/ Ba (va) kAciow/
KAgioTe TO/ 0OG KAEiVW TO 14 11 14 11 21 4%
HIKPOPWVO e
(Turn the microphone off)
(I will turn the microphone off)
dev/va pnv/iva un ypaeerai
TITTOTQ OTA TTPOKTIKA ) o
(Not to be written down in 7 7 7 7 58,8%
Minutes)
NTpoTTA (shame) 295 249 100 96 -4%
atmoxwpei (até Tnv aibouca) o
[leaves the Room] 26 16 5 8 +60%

Table 6 shows a dramatic increase in the level of noise during sittings in 2015 which further
confirms a shift towards unparliamentary conduct and aggression.

Table 6 Noise during sittings in 2015

Total frequency Variation %
2015
[@6puBog] [noise] 599 1059 +76,8%

Table 7 shows unparliamentary conduct and aggression by men and women MPs for the year
2015 during which aggression levels exhibit a rising tendency. Men launched 85,1% of the total
aggressive verbal attacks against both men and women MPs, whereas women launched 14,9% of
the total verbal attacks against their colleagues.

Table 7 Distribution of attacks initiated by men / women in 2015

Year Men Men Women Women
2015 attacking attacking attacking attacking
Men Women Men Women
Aggressive 44 19 8 3
attacks
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Table 8 presents the total use of selected offensive vocabularies by men and women in the
years 2014, 2015. Men are shown to be using the 2" person singular, on-record offensive
characterizations and swear words against their fellow MPs, whereas women make marginal use of
such vocabularies.

Table 8 Total use of selected offensive vocabularies by men and women in the years 2014, 2015

Selected Men Women
offensive
vocabularies

Moron 21 1
Stupid 7 1
Animal 5 0

(Eh) you- 82 4
SING

6. DISCUSSION: EXCEEDING THE LIMITS OF THE EXPECTED

Analysis of excerpts of parliamentary discourse addressed to adversaries reveals not just
aspects of the organization of rival political encounters but, aggressive and derogatory forms of
speech that directly attack the integrity, the gender or other aspects of the identities of the
addressees. Despite the fact that the collapse of formal parliamentary procedures is not always
possible within sittings, cases of intense protests, temporary breakdowns and even the walkout of
offended parties impede discussions in process. Reactions such as the aforementioned ones,
contextualize impoliteness, i.e. the unacceptable use of linguistic forms perceived as abusive that
clearly exceed the limits of politic speech in contexts of expected political rivalry.

More specifically, verbal attacks launched by women parliamentarians against either women
or men political adversaries avoid personal subversive characterizations (table 8) and resort to the
activation of presuppositions. They are met by harsh criticism, reprimands and counter-attacks by
their male counterparts. Verbal attacks by their male colleagues on the other hand, undermine their
gender rather than their political identities, constitute implicit sexist aggression and are
contextualized as such by strong protests and the walking out of sittings.

Male MPs exhibit unparliamentary conduct by launching aggressive verbal attacks (table 7),
by attributing offensive characterizations to each other and by using irreverent address-terms such
as ‘Eh you-SING’ (P¢) when addressing adversaries (table 8). They thus, breech expectations of
formality compatible with parliamentary discourse. What is more, in 2015, they resorted to
aggressive verbal attacks against both men and women MPs, 6 times more often than their women
counterparts (table 7). Opposition strategies of this kind are contextualized as unacceptably
aggressive -even within the highly competitive Greek parliament- by strong reactions to them by
both political adversaries and the House Speakers.

In this context, the analytic approach for the present study was primarily based on the analysis
of discourse units as there and then social actions. A combination of interactional and critical
frameworks made possible the multidimensional approach to complicated phenomena, such as the
distinction between expected rivalry and verbal abuse. Detailed analysis of excerpts of discourse
addressed to politicians revealed forms of the political combat that exceed the limits of expected
politic choices as well as linguistic items that can serve as markers of aggression and facilitate
analysis via corpus linguistics technologies and the statistic processing of findings which, in our
case, confirmed a shift towards more aggressive forms of speech in the Greek parliament: rates
rising by 35,3% in absolute numbers and by 41% proportionately in 2015.
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ABSTRACT

216X0G TNG £Epyaaiag autAg gival n dlEpelivnon TNG PNMATIKAG KAl AVTWVUMIKAG CUN@WVIag aThv
EAANVIKA. Zuykekpipéva, TTpaypateveTal Ta Asyopeva «imposters» otnv EAAnvikr, dnAadr| Mpocdd
Ol OTToiEg XpPNOIhoTIoIoUVTal yia va dnAwbBei 0 opIANTAG 1 0 aTmodéknG (avagopd oe 1° A 2°
TTPOOWTTO), OTTWG £Xouv opioTei atmd Toug Collins and Postal (2012).

Ag doUpe Ta TTaPAKATW TTapadsiyuara:

(1a) O1 ouyypa@eic Ba diekdikAoouue auTd 1o dikaiwpa. (1B) Ol OUYYPaYEig Ba
d1ekdIKNoOUV auTo TO SIKAiWA.

‘Exer utrootnpixOei (BA. 11.x. Dudley 2014 yia Tnv loTravikr}) 611 n ava@opd oTov OJIANTY PTTOPET
vVa TTPAYHATWOET e pnUATIKA cupgwvia €ite 1° gite 3°Y TpoowTTou, OnA. dev uttdpxel diagopd aTnv
gpUNVEia HETAEU TTPOTACEWY PE CUPPWVia 1% kal 3% TTpoowTrou. EmITpooBeTa, evw Ta imposters
o€ TTANBuvTIKS ap1Bud Kai ol MpocdP o€ TapdTagn pe ouvdedepévo NEPOG Eva imposter eTTIdEXovTal
Kal Ta dUO €idn avTwVUPIKNAG auu@wviag (dnA. 1% kal 3°° TTpoCWTTOU), TTPOKUTTITEI OTI N AVTWVUUIKNA
CUPQWVia TTEETTEN va gival idIa Pe TN PNPATIKA CUPQWVIA wg TTPOG TNV TIUA TOU XAPAKTNPIOTIKOU:

(2a) O1 yoveic Bewpoupue Toug eauToUG Jag TUXEPOUG. (2[) O1 yoveic Bewpolv TOUg
€QUTOUG TOUG TUXEPOUG.

2Tnv TrapoUca epyacia  TTapoucidfouphe Ta  aTroTeAéopaTa  piag  OoKiuaoiag Kpiong
YPOUMATIKOTNTAG, N oTroia Xpnoidotromnenke yia mn diepelivnon TwWV HOPPUWY CUPQWVIAg Twv
imposters otnv EAANVIKN. ZUYKEKPIYEVA, XOPNYAOOUE €va EPWTNHATOAOYIO O HOVOYAWOOOUG
eVAAIKEG QUOIKOUG OPIANTEG TNG EAANVIKAG Kal Toug ¢ntrioape va PabuoAoyrioouv TTPOTACEIS JE
Mpood®d imposters ae B£on uttokeipévou, Baoel TPIRABUIOG KAipakag. O ammwTEPOG OKOTTIOG HAG ival
va TTPOCOIoPICOUNE TOV BABPO aTTOdEKTOTNTAG TWV imposters o€ TTANBUVTIKG apIBPO Kal TWV oUWV
o¢ Tapdragn pe ouvoedepévo HEPOG Eva imposter atnv EAANVIKA.

Key Words: Imposters, Greek, verbal agreement, pronominal agreement.

1. INTRODUCTION

In this paper we investigate verbal and pronominal agreement in Greek. More specifically, we
focus on imposters in Greek, namely 3" person DPs which are used to refer to the speaker or the
addressee (15tor 2" person reference). Our ultimate goal is to identify the degree of acceptability of
plural imposters and coordinate structures with an imposter conjunct in Greek?.

The paper is organized as follows: In Section 2 we roughly sketch some basic issues related
to imposters, in section 3 we present and discuss the findings of our online questionnaire, in section
4 we briefly compare imposters in Spanish and Greek, and finally, section 5 puts together some
concluding remarks about Greek imposters along with some cross-linguistic points.

2. FEATURES OF IMPOSTERS

Imposters have been defined by Collins and Postal (2012: 5) as follows: ‘An imposter is a
notionally X person DP which is grammatically Y person, X # Y.’

' We wish to thank the informants who willingly and eagerly responded to our call and provided us with their
grammaticality judgements. Special thanks go to the Special Account for Research Grants, National and
Kapodistrian University of Athens (UoA, S.A.R.G, 13233) for financially supporting the presentation of this
paper at the 13th International Conference on Greek Linguistics.

2 See Kaltsa et al. (2016) for a study that examines the processing of subject-verb number agreement with
coordinate subjects in pre-verbal and post-verbal positions in Greek.
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Such DPs have two main characteristics. The first distinctive feature of such a DP is that it
gives rise to 3" person agreement but has 15tor 2™ person reference:

(1a) Daddy is/*am going to get you an ice cream cone.
(1b) Is/*Are Madam having a good time?

In (1a) the 3™ person DP ‘Daddy’ is referring to the speaker, while in (1b) the 3™ person DP
‘Madam’ is referring to the addressee.

The second characteristic of imposter DPs is that non-singular imposters can antecede both
3" person and non-3" person pronominal forms, as shown in (2a) and (2b):

(2a) The present authors consider themselves / ourselves to have been slandered.
(2b) Mommy and Daddy are enjoying themselves / ourselves on the beach.

Two other points related to imposters that need to be mentioned here are, first, the distinction
made between what has been termed primary vs secondary source of agreement, and second, the
distinction between precursors and imposters.

With respect to the former, it has been claimed that an imposter DP has an ultimate
antecedent, namely a secondary source of agreement (Collins and Postal 2012). Consider the
following example:

(3) The present authors attempt to defend ourselves / themselves.

In (3), the primary source of agreement, i.e. the immediate antecedent, is the DP ‘the present
authors’ (which is a 3™ person DP), while the secondary source of agreement, i.e. the ultimate
antecedent is the invisible DP AUTHOR, which is 1%t person and denotes the speaker (see Collins
and Postal 2012).

With respect to the latter, it has been maintained that precursor structures, i.e. structures with
appositive DPs, as in (4a), appear to provide the correct semantics for imposters. Such precursors
are parallel in interpretation to imposters. Consider the examples:

(4a) We, the present writers, disagree with the following points.
(4b) The present writers disagree with the following points.

The structure in (4a) is a precursor structure, parallel to the imposter structure in (4b). Given the
parallelism between precursors and imposters, Collins and Postal (2012) develop an account in
which imposters are derived from underlying precursor structures. What is more, according to Collins
and Postal (2012), although imposters appear to be identical to non-imposter DPs, their syntactic
structures differ considerably.

3. THE CURRENT STUDY

Various research studies have addressed a number of issues related to imposters from a
theoretical or an empirical point of view in languages such as English (Collins and Postal 2012;
Collins et al 2009), Bangla / Bengali (Das 2011, 2014), Spanish (Dudley 2014; Vasquez Rojas 2014),
Albanian (Kallulli 2014), Indonesian (Kaufman 2014), Italian (Servidio 2014), French (Soare 2013,
2014), Romanian (Soare 2013, 2014), Mandarin (Wang 2014), and Icelandic (Wood 2008; Wood
and Sigurdsson 2014). Yet, no work has addressed imposters in Greek so far. The current study
aims at filling this gap as it investigates verbal and pronominal agreement in plural imposters and
coordinate structures with an imposter conjunct in Greek, examining the degree of acceptability of
1stor 3™ person verbal and/or pronominal agreement.

3.1 The grammaticality judgement task

The present study involved a grammaticality judgement task in the form of an online
questionnaire (designed and administered via Google Forms) which was completed by 43
participants. All of them were students at the National and Kapodistrian University of Athens, Greece
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and were self-reported to be monolingual adult native speakers of Greek. The students were invited
to participate through an announcement on E-class.

The questionnaire comprised 36 sentences in random order with respect to imposter
conditions. In particular, the following imposter conditions were included:

(i) Plural imposter, 18t g 3rd person verbal agreement

(5a) O1 @oitnTég Tou AyyAIKoU BiekBIKOUE dWPEAV CUYYPANPATA.
(5b) O1 @oitnTég Tou MoAuTexveiou ammaToUV PETATITUXIOKEG OTTOUBEG Xwpig idakTpa

(i) Coordinate DPs with imposter conjuncts (singular + singular), 18t yg 3rd person verbal

agreement
(6a) H kupia ©@codooiou kal 0 uTToypdPwv Bewpouue OTI N AUan TTou 666nkKe gival AdIKN.
(6b) O «kUplog NIKOAGTTOUAOG Kal 0 UTTOYpA@WwV CUP@wWvNoav va OWaoOouV KOIVA

OuVEVTEUEN TUTTOU.

(i) Coordinate DPs with imposter conjuncts (singular + plural), 18t yg 3rd person verbal
agreement
(7a) O dAuapxog Kal o1 dNUATEG CUUHETEXOUUE EVEPYA OTO TTPOYPAUHMA AVAKUKAWONG.
(7b) O ddokalog kal ol yadntég TG 217 AnuoTikoU Ba AddBouv Y€Pog OTO TTIPOYPANHA
Comenius.

(iv) Coordinate DPs with imposter conjuncts (plural + plural), 18t yg 3rd person verbal

agreement

(8a) O1 diopyavwTéG Kal 0l OMIANTEG ATTOQPACICANE VA KAVOUUE TO ETTOPEVO GUVEDPIO OTHV
AyyAia.

(8b) O1 KaBnynTég Kal o1 QOITNTEG DIANAPTUPOVTAI YIa TIG TTEPIKOTTEG OTNV TPITORAGBUIA
ekTTaideuon.

(v) Plural imposter, 15t vs 3™ person verbal and pronominal agreement
(9a) O1 KATOXO! TTIOTWTIKWY KAPTWY Ba UTTEPACTTIOTOUNE TA SIKAIWHATA JaG.
(9b) O1 aBANTéG Ba TTANpWOoOoUV Ta £€£00d TOUG.

(vi) Coordinate DPs with imposter conjuncts (singular + singular), 18t yg 3rd person verbal and
pronominal agreement
(10a) O kuUplog MeTPOTTOUAOG KAl O UTTOYPAPWY CUPQPWVOUNE VA TNPHOOUUE
TIG DEOPEUTEIG PAG.
(10b) O TTpwWBUTTOUPYOGS Kal 0 MPGedPOg TNG ANPOKPATIAG CUKPWVNOAV VA EVWOOUV
TIG DUVAEIG TOUG evavTia oTh dlagBopd.

The participants were provided with explicit instructions. More specifically, they were asked to
rate the sentences on a 3-point scale by adopting the following rating — answer correspondence:

(11a)  The sentence is absolutely fine and it is something | would say. 2
(11b)  The sentence is kind of odd, but somebody could say it. 1
(11c)  The sentence is completely wrong. Nobody would say this. 0

Furthermore, informants were directed to focus on the imposter reading of the tested DP by
the following prompt: ‘All sentences refer to the speaker and are uttered by him/her.” For example,
the phrase «oi cuyypageic» in the sentence «Oi cuyypageic Ba SiekDIKOOUV/-OUE AUTO TO
OIkaiwpay». equals «(Epeic) Ba diekdikAoouue autd 1o dikaiwpax. Finally, the subjects were allowed
to go back and choose a different answer before the final submission of the questionnaire and there
was no timing of the task completion.
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3.2 Results and remarks

Figures 1-6 below present our findings in detail for each of the six imposter conditions
presented in section 3.1.:

Figure 1: Plural imposter, 1stvs 3 person verbal agreement

Figure 2: Coordinate DPs with imposter conjuncts (singular + singular), 1stvs 3 person verbal
agreement
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Figure 3: Coordinate DPs with imposter conjuncts (singular + plural), 1stvs 3 person verbal
agreement

Figure 4: Coordinate DPs with imposter conjuncts (plural + plural), 1stvs 3 person verbal agreement
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Figure 5: Plural imposter, 1stvs 3 person verbal and pronominal agreement

Figure 6: Coordinate DPs with imposter conjuncts (singular + singular), 1stvs 3 person verbal and
pronominal agreement

In view of the figures above, the following main conclusions are in order. First, Greek plural
imposters allow 1% person verbal and pronominal agreement. Second, Greek coordinate structures
with imposter conjuncts also allow 15! person verbal agreement but to a lesser extent. Third, Greek
coordinate structures with imposter conjuncts allow 1%t person verbal and pronominal agreement but
in this case the (0) rating (i.e. unacceptable) reaches 51.2%.

Furthermore, it emerges from the data that ‘Mommy’ and ‘Daddy’ seem to be allowed as
imposters in Greek:
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(12a) O PTTauTTag Kal N JOPd atmoQacicaue va oag TTARE EKOPON.
(12b) O ptrauTtag 6a ocou @Epel vepod.

This result makes Greek pattern with English, but not with Spanish where ‘Mommy’ and
‘Daddy’ cannot have imposter readings.
The following Table summarizes the imposter situation in Greek.

Table 1 Imposters in Greek

Verbal / pronominal Singular imposter Plural imposter Coordinate DP with imposter conjunct
agreement
1st person * OK OK
3rd person OK OK OK

4. SPANISH VS GREEK

For Spanish, three proposals have been put forward to explain the singular/plural asymmetry
that we see in imposters (see Dudley 2014 for details).

The first is the left-dislocation analysis according to which if the verbal agreement is 3™ person,
pro would have 3™ person phi-features, while if the verbal agreement is 15t person, pro would have
1stperson phi-features. This analysis cannot nevertheless account for the singular/plural asymmetry.
The second account is the covert appositive analysis: In sentences where there is 15person verbal
agreement, the agreement would come from the 15tperson phi-features on the covert pronoun, while
in sentences where the verbal agreement is 3™ person, the agreement would come from 3™ person
phi-features on the covert pronoun. However, this analysis does not allow to

distinguish between the plural and the singular imposters either.

Finally, according to the clitic doubling analysis proposed by Dudley (2014), plural subject DPs
in Spanish are obligatorily doubled by a clitic that incorporates into the verb. With singular imposters,
the mechanism behind verbal agreement is traditional subject — verb agreement. Plural subjects,
however, are obligatorily doubled by a subject clitic that either agrees with the phi-features on pro,
with the lexical DP subject, or with the ultimate antecedent of that lexical DP. In other words, in plural
imposters, the difference is between agreeing with the 3™ person imposter shell and the 15 person
AUTHOR.

None of the three analyses presented above can explain the singular/plural asymmetry also
attested in imposters in Greek.

It is worth mentioning here that the singular/plural asymmetry with imposters remains largely
unresolved cross-linguistically, and accounting for it is a great challenge for future work. Another
issue which is not touched upon in the present paper and needs to be addressed is the syntactic
analysis of imposter structures in Greek.

5. CONCLUDING REMARKS

In view of the presentation of the results and the brief discussion above, we can put together
the following concluding remarks about Greek imposters.

First, plural imposters or coordinate DPs with an imposter conjunct optionally allow both 15t
and 3" person verbal and/or pronominal agreement. For example:

(13a)  O1 @oitnTég Tou AyyAikoU SiekdIKoUEe dwpedv cuyypdupaTa.
(13b)  O1 @oitnTég Tou MoAuTEXVEIOU ATTAITOUV JETATITUXIOKEG OTTOUDEG XWpig SidaKTPA.

Second, singular imposters allow only 3rd person verbal and/or pronominal agreement, as can
be seen in (14):

(14) O utTauTTag £pxetal / *épxoual Twea.
This ‘behaviour’ of Greek imposters patterns with imposters in Spanish (see Dudley 2014).
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Third, any plural definite DP or coordinate structure of DPs that denote a set of human beings
(e.g. o1 oitnTég / 0 BACKAAOG Kal o pabntég) that contains the speaker can determine both 18t
and 3" person agreement.

Finally, while plural imposters and coordinate DPs with an imposter conjunct admit both 18t

and 3" person agreement, the pronominal agreement must be identical in feature values to the
verbal agreement. For example:

(15) O1 ouyypa@eic Ba diEkdIKATOUNE Ta SIKAIWPATE pag / *TOUG.

Before closing this section, it is worth drawing our attention to some cross-linguistic
conclusions. On the one hand, plural imposters in Spanish freely allow 15! person or 3" subject —
verb agreement (unlike lItalian). On the other, 1 person subject — verb agreement is generally
impossible with a plural imposter in French and Romanian®. Greek seems to pattern with English
and Spanish (i.e. there is 15tand 3" person agreement of imposter DPs); not with Italian, Romanian
and French (where only 3" person agreement exists, and 15person agreement is only possible with
phrases like ‘the undersigned’ or ‘here present’).

Furthermore, according to Das (2011: 40), ‘agreement with a secondary source is permissible
only in languages with impoverished verbal morphology.’ This hypothesis does not seem to be valid
in Greek in the light of our data. Greek is morphologically rich; yet, it allows (verbal and) pronominal
agreement with a secondary source, i.e. it patterns with English (and Spanish).
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ABSTRACT

210 Tapdv Apbpo Tapoucidfoupde Ta  QTTOTEAEOUATO  EPYACIWYV TIOU Q@OPOUV OThv
emonueiwon cwpatog KelnEVwy (ZK) TG Néag EAANVIKAG HE pNUOTIKEG TTOAUAEKTIKEG EKQPAOEIG. H
epyacia evidooeTal O Wi OUVTOVIOPEVN TTPOCTTABEIa PE OTOXEUON Tn dnuioupyia OedOUEVWV
ekTTaideuong kal agloAdynong o€ 19 yAwooeg UTTOAOYIOTIKWY cuOoTNUATWY Ta OTToIa Ba TTOPOUV Va
XPNOIUOTTOINOOUV yia TNV AUTOUATN avayvweEIon TwY CUYKEKPINEVWY BOUWYV Ot Keipeva. To oxAua
ETTIONUEIWONG KAl Ol OXETIKEG TTPOBIAYPAPEG KAAUTITOUV OAEC TIG YAWOOEG TOU E€YXEIPAMATOG,
EVTOUTOIG, TIPOCAPHOCTNKAV KAOTAAANAQ WOTE VO QVTATTOKPIVOVTAI OTIG IBIAITEPATNTEG TNG EAANVIKIAG.
A@ou yivel oUvToun ava@opd OTO YEVIKOTEPO TTAQICIO OTO OTTOI0 EVTACCETAI N TTAPOUCa £pyaaia,
AVOQEPOUUE TTPONYOUUEVEG MEAETEG TTOU  €xouv ekTTovnBei yia Tnv avdAuon Twv (pNUOTIKWV)
TTOAUAEKTIKWVY OTNV €AANVIKA KOBWG £TTiIONG KAl avAAOYEG EPYAOIEG ETTIONUEIWONG KEINEVWY. Ev
ouvexeia, meplypdoupe 10 2K eomidloviag otn peBodoAloyia kal To oxAua emonuegiwong. H
TTAPOUCA PEAETN ETTIKEVTPWVETAI, EVTEAEL, OTNV AgIoAdYNOoN TOU KEIPEVIKOU TTOPOU Kal Th oulfTnon
TWV OUOKOAIWV TTOU OUVETTAYETAI TO EYXEiPNUA.

Key Words: multi-word expressions, corpus annotation, automatic identification, Shared Task.
1. INTRODUCTION

Multiword Expressions (MWESs) are lexical items characterized by lexical, syntactic, semantic,
pragmatic or statistical idiosyncrasies. And although they may be defined on the basis of linguistic
criteria, they appear in a variety of configurations and a continuum of compositionality, which ranges
from expressions that are analyzable to others that are partially analyzable or ultimately non-
analyzable (Nunberg et al. 1994). In this respect, they pose a challenge not only to humans but also
to the automatic processing of texts. In recent years, there is a growing interest within the Natural
Language Processing (NLP) community in the identification of MWEs and their robust treatment, as
this seems to improve the performance of relevant technologies (Nivre and Nilsson, 2004; Arun and
Keller, 2005). The paper presents a corpus resource that is manually annotated for verbal MWEs
(VMWESs) in Greek. The purpose of the work is twofold: (a) participation in a Shared Task for VMWEs
identification and (b) the population of a computational lexicon with VMWESs extracted from naturally
occurring text. We will elaborate on the annotation schema, the issues raised during annotation, and
the results obtained sofar.

2. DEFINITIONS AND SCOPE

MWEs are generally defined as prefabricated sequences of words which constitute a distinct
semantic unit or a lexical complex having a compound phonological, lexical, and morphological
structure, as for example, in Greek, ra péprwoa orov kokopa (ta fortosa ston kokora, “I did not
bother”) or the classic example in English to kick the bucket. MWEs fall in all grammatical categories:
nominal, verbal, adjectival, adverbial. VMWEs, in particular, are expressions whose syntactic head
in the prototypical form is a verb; they often subsume the function of a single verb predicate. In this
sense, the expressions divw amravrnon (dino apantisi "give an answer"), kavw evromwon (kano
endiposi "to make an impression), kavw miow (kano piso, "to fall back") and @épvw BoAra (ferno
volta, "to manage") are all considered VMWEs. On the contrary, expressions containing verbs but
functioning as adverbials or nominals do not fall in this category:
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(1) o Iavvng dev BéAel TOAAG Tpe dwae ue v Avva

o Gianis den theli pola pare dose me tin Anna
the- sG.NOM John-sG.NOM not want-3SG many-pL.ACC take-2SG.IMP give2sG.IMP with the-sG.Acc Anna-sG.AC

lit. John does-not want many take give with Anna
“John does not want much of a relationship with Anna”

Generally, in MWES, there is a matter of distinction between idioms/fixed expressions and
Light (or Support) Verb Constructions (LVCs) and collocations; each of these categories presents
characteristics that need to be taken into account during processing either by humans or machines.

The corpus presented in this paper was developed in the framework of an initiative to create
multilingual harmonized Language Resources (LRs), namely annotated corpora and dedicated tools
that would serve as a workbench for the automatic detection of VMWES in running text. The overall
annotation effort was conceived of as a Shared Task'(Agata et al, 2017). Within the NLP community,
Shared Tasks (ST) are competitions in which organizers provide datasets, i.e., annotated corpora
coupled with common guidelines relevant to a specific NLP-related task. These datasets are
appropriately divided into trial, test and evaluation data, and participating research or industrial
teams are given access to the data to train their systems. Consequently, evaluation of participating
systems is performed on an equal basis, using the same metrics that are also provided by the
organizers. The ultimate purpose is the ranking of similar systems against the same data, making,
thus, performance results of systems and tools comparable. In this framework, our work was aimed
at representing the Greek (EL) language in this multilingual competition.

3. RELATED WORK

Over the past decades, there has been a substantial interest within the linguistic community
in the study of MWEs. More precisely, the classification of fixed VMWEs according to
morphosyntactic criteria following the Lexicon-Grammar framework (Fotopoulou, 1993a, 1993b,
1997; Mini, 2009; Fotopoulou and Giouli, 2015, 2018) has been extensively elaborated. Moreover,
a number of studies focus on the formation, classification and multi-lingual correspondences of LVCs
(Fotopoulou 1985; Tsolakis, 1997; Moustaki, 1995; Gavriilidou, 1997; Sfetsiou, 2007; Kyriacopoulou
and Sfetsiou, 2002; Thomou, 2006; Fotopoulou et al., 2009; Pantazara et al., 2008; Kyriakopoulou,
2011; Foufi, 2014). Finally, MWEs of various grammatical categories and their properties have also
been extensively discussed in Motsiou (1994), Anastassiadis-Symeonidis and Efthymiou (2006),
Thomou (2006), Chioti (2010) and Helmi (2011).

From another perspective, the automatic identification of MWEs in texts depends largely on
annotated corpus data that can be used for training and evaluation purposes. In this respect, the
Universal Dependencies (UD) initiative (Nivre et al, 2017) for constructing harmonized dependency
annotated corpora for many languages has proposed guidelines for the annotation of various types
of nominal, adjectival, adverbial and verbal MWEs. More recently, initiatives in the form of open
competitions or STs have been organized. In this regard, the DIMSUM 2016 ST (Schneider, et al.
2016) challenged participants to label English sentences (tweets, service reviews, and TED talk
transcriptions) both with MWESs and supersenses for nouns and verbs. In Greek, a corpus annotated
with MWEs (Giouli, 2018) tries to set initial guidelines taking existing typologies into consideration.

4. CORPUS SELECTION, PROCESSING AND ANNOTATION
4.1 Corpus selection and pre-processing

The corpus consists of sentences, paragraphs or full texts extracted manually from the online
editions of newspapers (Kathimerini, MTPQTO ©EMA, TA NEA, Athens Voice, etc), news portals,
news blogs (gova stilleto, tromaktiko, etc.) and wikipedia articles. In an attempt to avoid a bias of the
corpus towards a specific register or style, corpus selection criteria were defined as appropriate.
Moreover, we opted for texts written in the original rather than translated so as to eliminate the
effects of interference that would end up in franslationese. The overall corpus comprises two sub-
corpora: (a) the pilot corpus which was used to elaborate the language-specific guidelines prior to

! https://typo.uni-konstanz.de/parseme/index.php/2-general/142-parseme-shared-task-on-automatic-
detection-of-verbal-mwes
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annotation proper and (b) the VMWEs corpus proper which was further randomly divided into the
test and training sub-corpora for the purposes of the competition. The corpus in numbers and its
partitions are presented in Table 1.

Table 1 The MWEs-EL corpus in numbers

Sentences Tokens
Pilot 200 4505
Training 5244 142322
Test 3567 83942
Total 9011 230769

To make the dataset usable to the ST participants and prospect users, we pre-processed the
raw data at the levels of tokenization, Part-of-Speech (POS)-tagging and lemmatization using a
pipeline of NLP tools developed for processing EL data (Papageorgiou et al, 2002). Dependency
annotations that are conformant to the Universal Dependencies (UD) framework were also applied
to the data using a parser trained on the Greek Dependency Treebank (Papageorgiou and
Prokopidis, 2017). According to the specifications set by the ST organizers, the tagset employed is
conformant to widely accepted standards (CoNLL-U compliant), whereas the UTF-8 encoding further
facilitates interoperability with other resources and tools.

4.2 Annotation methodology

The task of annotation was viewed as a two-stage procedure: (a) identification of VMWE
elements in the text and (b) classification in one of the pre-defined categories that make up our
annotation scheme (see section 4.3). Annotation was performed in two stages: (a) pilot annotation,
and (b) annotation proper. The biggest challenge in the initial phase of the endeavor was the
elaboration of the annotation guidelines which should be as universal as possible but would still
allow for language-specific categories. This means that the annotation in each language should
follow some widely accepted principles and guidelines taking into account the special characteristics
of each language. For this reason, a 2-phase pilot annotation was carried out. Initially, pilot
annotation phase 1 was aimed at the development and initial testing of the universal guidelines. As
a result, common annotation guidelines for 19 languages were defined, whereas an initial GOLD
version of the annotated corpus was created.

Next, pilot annotation phase 2 was carried out by two native speakers of the Greek language
in view of consolidating the universal guidelines and elaborating the language-specific sections of
the annotation scheme. At this stage, the core of the guidelines was partly replicated and language
specific examples were provided where needed. To better account for the clarity and completeness
of the guidelines, double blind annotation was performed separately by each annotator. At planned
intervals, comparisons of the annotated data revealed discrepancies which were extensively
discussed and resolved so as to (a) reach a shared understanding of the guidelines, and (b) release
the PLATINUM version of the pilot corpus, i.e., a corpus thoroughly checked for mistakes or
inconsistencies and fully conformant with the annotation specifications. At this stage, difficult or
ambiguous cases were identified and accounted for, whereas the language- specific guidelines and
examples were further elaborated. The annotated data of the pilot annotation phase were also
employed as the standardized corpus to guide the training of annotators who joined our team at a
later stage.

Finally, annotation proper was carried out by four expert annotators - all native speakers of
the language with a background in linguistics and varied expertise in MWEs and annotation; each
one annotated the data separately by using the FoLiA Linguistic Annotation Tool (FLAT) (van
Gompel and Reynaert, 2014). This tool was deemed appropriate because it allows for the annotation
of discontinuous elements, nested expressions, etc. Part of the corpus was double- annotated so as
to get an estimate of the observed agreement between annotators (inter-annotator agreement).
Unfortunately, due to time constraints, validation of annotations was not performed on the final
corpus. To ensure, however, a degree of consensus among annotators, extensive discussions took
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place in cases of doubt or ambiguity. The outcome was the identification of some difficult cases
which were set aside as examples for further reference.

Figure 1: Annotation within FLAT

Annotations were saved in the custom in-house parseme-tsv format in which information about
each token is represented in 4 tab-separated columns featuring (i) the position of the token in the
sentence or a range of positions (e.g., 1-2) in case of multiword tokens such as contractions?, (i) the
token surface form, (iii) a flag indicating that the current token is adjacent to the next one (nsp), and
(iv) an optional VMWE code composed of the VMWESs consecutive number in the sentence and for
the initial VMWE token the category the expression belong to (e.g., 2:ID if a token starts an idiom
which is the second VMWE in the current sentence). This format is conformant with existing
standards. In case of nested, coordinated or overlapping VMWEs multiple codes are separated with
a semicolon. One step further, the final resource is also available in the FOLIA XML-based
annotation format, which is suitable for the representation of linguistically annotated language
resources (van Gompel and Reynaert, 2014).

4.3 The annotation scheme: application to Greek

The generic annotation scheme defines a 3-level typology of VMWE categories: (a) universal,
that is, VMWE classes which are valid for all languages participating in the initiative; these include:
idiomatic expressions (IDs) and LVCs; (b) quasi-universal categories, valid for some language
groups or languages, but not all, namely, inherently reflexive verbs (IReflVs) and verb - particle
constructions (VPCs); and finally, other verbal MWEs, not belonging to any of the previous
categories above. In the remaining, we will focus on the annotation scheme that was adopted for
annotating the EL data. The annotation scheme that suits the Greek data was - to a large extent -
compliant to the "universal" framework, whereas, specific idiosyncrasies of the language were taken
into account. More precisely, the following classes of VMWESs were identified:

(i) IDs, that is, fixed expressions with a non-compositionalmeaning:

(2) daykwvw TN Aauapiva
dagono ti lamarina
bite-1SG the panel-SG.ACC
lit. to-bite the panel
"to be in love"

(i) LVCs, that comprise a light or support verb followed by a predicative noun or a
preposition and a predicative noun:

(3) kGvw BoAta
kano volta
make-1SG walk-SG.ACC
“to take a walk”

2 In the Greek data, the only contracted words that are split consist of the preposition o€ and the genitive and
accusative forms of the definite article (i.e., oTou, 0Tng, GTOV, GTN, OTNV, OTO, GTWYV, OTOUG, OTIG, OTA).
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(4) prévw o€ ouupwvia
ftano se simfonia
reach-1SG at agreement-SG.ACC lit. to-reach at agreement
"to agree"

(iii) VPCs comprising a verb and a particle. As a matter of fact, particles are heterogeneous
and multifunctional linguistic items (conjunctions, adverbs, interjections, prepositions).
In languages such as English, prepositions or adverbs with little or no meaning are
considered as particles which add some meaning to the meaning of the verb they co-
occur with (Ramisch, 2012:30). In this respect, the adverb up is a particle forming the
Verb- Particle Construction tidy-up depicted in (5):

(5) The boys tidied up their room

In the literature, VMWESs of the form Verb+Adverb in Greek have been generally treated as
idiomatic expressions in the literature (Gross, 1990, Voyatzi, 2006). To ensure compliance to the
generic guidelines, however, we made the distinction between: (a) adverbs that combine with a verb
head to form an idiomatic expression, as for example, the adverb Bapéwc (vareos, “heavily”) in the
ID @épw Bapéwcg (fero vareos, "be very sad") that is depicted in (6) below; and (b) adverbs which
exhibit most - if not all - of the properties particles in other languages exhibit. The latter have two
distinct functions; as adverbs denoting time or location, they are used to modify a verb, as for
example: urpoord (brosta, "in front"), uéoa (mesa, "inside"), mdvw (pano, "up"). In another function,
these adverbs are combined with prepositions to form complex prepositions (Klairis and Babiniotis,
2004), as for example ummpoorda amé (brosta apo, "in front of”), yéoa oe (mesa se, "in"), médvw améd
(pano apo, "on, over"). These adverbs are also found to co-occur with verbs forming VMWESs with
non-compositional meaning, like B&lw umpo¢ (vazo bros, "start"), méprw péoa (pefto mesa,
"succeed in foreseeing"), urraivw péoa (beno mesa, "be bankrupt"), etc. Given their resemblance
with VPCs in other languages, we decided to adopt this class for Greek, and therefore the VMWEs
in (7), (8) were assigned the class VPC, as opposed to IDs as the one in (6).

(6) o mpoTTOVNTIS £QEPE BAREWC THV EVTOS £0pag NTTA
o proponitis efere vareos tin entos edras ita
lit. the- SG.NOM coach- SG.NOM brought-3SG heavily the-SG.ACC in home defeat-
SG.ACC
"the coach was very sad for the defeat at home"

(7) o INavvng £BaAg urpog 1o auToKivnTO
o Gianis evale bros to aftokinito

lit. the-SG.NOM John- SG.NOM put-3SG forward the-SG.ACC car-SG.ACC
"John started the car"

(8) o lNavvncg méprel yéoa oric TPOLAEWEIS Tou
o Gianis pefti mesa stis provlepsis tu
lit. the- SG.NOM John- SG.NOM falls-3SG in to-the-SG.ACC forecasts-SG.ACC his-
SG.GEN

"John succeeded in his forecast"

(iv) Other verbal MWEs (OTH); this class has been devised as a residual category in order
to gather the types not belonging to any of the categories above. This class has been
assigned to VMWES that are partly saturated, with coordinated lexicalized head verbs
like the one depicted in (9), structures with subordination (10), and fully saturated
prototypical phrases (11).

(9) ammopw kair éioTauai
aporo ke eksistame
lit. question-myself-1sg and be-very-surprised-1sg
“to be very surprised”
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(10) éxw va kavwecho na kano
lit. have-1sg to do-1sg
“to involve”

(11) 10 é€utrvo TOUAI aTTd TN LUTN TTIGVETAI
to eksipno puli apo ti miti pianete
lit. the-SG.NOM clever-SG.NOM from the-SG.ACC nose-SG.ACC is-caught-3SG
“the clever is fooled”

The annotation guidelines also set the specifications relative to a number of phenomena that
are inherent to VMWEs. In this respect, discontinuous elements should be annotated; nested and
overlapping VMWEs are also foreseen in the annotation guidelines. Finally, a decision tree was
devised to better guide annotators make decisions in difficult and ambiguous cases.

5. RESULTS

The annotation resulted in the identification of circa a total of 2K instances of VMWEs. The
number of VMWESs annotated per corpus and category is depicted in Table 2.

Table 2 Annotation results

Training corpus Test corpus Total
ID 515 127 642
LvC 955 336 1291
VPC 32 16 48
OTH 16 21 37
Total 1518 500 2018

In this section, corpus validation is attempted on the basis of the results obtained by measuring
the agreement rate between annotators and in terms of systems performance. Inter- annotator
agreement (IAA) was measured for the pilot corpus and on a subpart of the training and test corpus.
The available IAA results were organized per-VMWE F-score (Funit), €stimated Cohens K (Kunit), and
standard K(Kcat) scores. In Table 3 below, #S, and #T show the number of sentences and tokens in
the corpora used for measuring the IAA, respectively. #4171 and #A2 refer to the number of VMWE
instances annotated by each of the annotators. The results show that a certain degree of agreement
has been reached, yet there is room for improvement in view of providing quality training and test
data.

Table 3 IAA results

#S #T #A1 #A2 Funit Kunit Kcat

1383 33964 217 299 0.686 0.632 0.745

Five systems (out of seven participating in the competition) used the EL corpus yielding rather
poor results as shown in Table 4. A discussion of the problematic cases that led — to some extent -
to these results will be presented in section 6.

Finally, the VMWEs that were identified in the corpus were automatically extracted in view of
populating a computational lexicon of Greek with VMWEs (Fotopoulou and Giouli, 2018). This LR is
intended for NLP applications. In this regard, naturally occurring VMWESs and their representation is
of paramount importance. The initial list was further processed by hand so as to (a) eliminate
duplicate entries, and (b) enrich it with variant entries, or semantically related ones. The outcome
was a new list with ~900 entries that were automatically imported into the lexicon. Given the pre-
processing applied to the texts, each VMWE is coupled with information that was also encoded in
the lexicon: lemma, surface structure depicted as POS tags, and the class assigned during
annotation. Occurrences of the VMWE that were not annotated imply a literal use of the underlying
structure. This information was used to measure the idiomaticity rate. Literal usage was further
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checked and encoded. A sample of the list extracted for inclusion to the lexicon is provided in Figure
2.

MWE major-POS-tag major-category n-literal n-idiomatic n-total diomaticty-rate  example-literal

Figure 2: Sample of the VMWE list
6. DISCUSSION - PROBLEMATIC CASES

VMWEs identification poses challenges due to their characteristics, namely: discontinuity,
heterogeneity, and syntactic variability. A number of phenomena, as for example, MWE
substitutability, variability, and modifiability, already accounted for in the linguistic literature (Gross,
1982); (Nunberg et al., 1994); (Mel’cuk, 1995) inter alii, were attested in the textual data hampering,
thus, the identification and classification process for human annotators and machines alike. In NLP,
the term data sparsity (also known as data sparseness) is used to describe the phenomenon of not
observing enough data in a corpus used for training purposes. Therefore, true observations about
the distribution and co-occurrence patterns cannot be made and language modeling is not accurate.
Despite the relatively big size of our corpus, the number of VMWESs that were identified in the GOLD
and PLATINUM versions was rather small. Additionally, inconsistencies between annotators make
the data sparsity problem even worse. In the remaining, we will present the problematic cases which
gave rise to inconsistent annotations and led to poor identification and classification of VMWESs by
the participating systems. Markable extent seemed to be a “pain in the neck” both for human
annotators and systems. Only the fixed part of the VMWEs was expected to be annotated.
Identification of discontinuous and nested VMWEs was problematic for systems rather than human
annotators. On the contrary, confusion as to the extent of a VMWE generally involved LVCs and the
inclusion of complex Noun Phrases (NPs) within the markable. For example, the NP ordon gpyaciag
(stasi ergasias, "strike") shown in (12) is an embedded non- compositional NP and should be
included in the markable.

(12) kavw ordon epyaciag kano stasi ergasias
lit. make-1.SG stop-SG.ACC work-SG.GEN
"to go on strike"

On the contrary, only the verb €xw (echo, "to have") and the noun head aioBnon (esthisi,
“feeling") should be annotated in (13) since the dependent NP yevikn aiobnon tn¢ karaoraong
(geniki esthisi tis katastasis, "vague feeling of the situation") is non-compositional:

(13) éxw T yevikn aicBnon tn¢ kardoraong
echo ti geniki esthisi tis katastasis
lit. have-1.SG the-SG.ACC vague-SG.ACC feeling-SG.ACC the-SG.GEN situation-
SG.GEN
"to have a vague feeling of the situation"

Similarly, overlapping VMWEs seem to be problematic. In (14) two overlapping VMWESs should
be identified:

(14) n opyavwaon éxel 1 BouAnon Kai TNV IKavoTnTa
i organosi echi ti vulisi ke tin ikanotita na
lit. the-SG.NOM organisation-SG.ACC have-3.SG the-SG.ACC will-SG.ACC and the-
SG.ACC ability-SG.ACC
“"the organization has the will and the ability; the organization wants and can "
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Moreover, MWE variation and the resulting sparseness of data led to a poor representation of
certain phenomena in the training data. The variation attested was lexical, morphological and
grammatical. Lexical variation was attested in LVCs and decomposable IDs. In (15b) the noun géAqi
("selfie"), a transliterated form of the English noun selfie (denoting a self-portrait photograph typically
taken by a smartphone) is used instead of the noun pwroypagia depicted in (15a) to form a near
synonymous VMWE:

(15)

a. Bydlw ewroypagia
vgazo fotografia
lit. take-1.SG photograph-SG.ACC
"to take a photograph"

b. Bydlw céAqi
vgazo selfi
lit. take-1.SG shelfie-SG.ACC
"to take a selfie"

In most cases, however, variant LVCs comprise alternating light verbs signaling a
formal/informal language use as shown in (16):

(16) kGvw / EKTTOVW IEAETN
kano / ekpono meleti
lit. make-1.SG / elaborate-1.SG study-SG.ACC
"to study"

Grammatical variation often involves subcategorization alternations (i.e. dative alternation)
and negative polarity items which are part of the idiomatic expression. For example, the expression
oev onkwvw oya oro omrabi pou (den sikono miga sto spathi mu, "do not tolerate") when used in
context is not recognized due to the presence of the negative particle unv (min "not") in the
subjunctive, in the following example:

(17) Touc gibaue va unv onKwvouv Uuya aro orrabi Toug
tus idame na min sikonun miga sto spathi tus
lit. them-PL.ACC saw-1PL.PA to not raise-3PL fly-SG.ACC to-the-SG.ACC sword-
SG.ACC their-PL.ACC
“‘we saw that they did not tolerate anything”

Ambiguity and idiomaticity rates are also interconnected. Non-idiomatic or literal occurrences
are poorly represented in the corpus as negative instances of VMWES; as a result, lacking context
was a drawback for systems to resolve the ambiguity between the compositional and non-
compositional (and therefore, idiomatic) meaning of the expressions in (18) and (19) respectively:

(18) Balw umrpoota Tov apiBud 0030
vazo brosta ton arithmo 0030
lit. place-1SG in-front the-SG.ACC number-SG.ACC 0030
"to place the number 0030 in front"

(19) Balw umrpoota 1 unxavi
vazo brosta ti michani
lit. put-1SG forward the-SG.ACC machine-SG.ACC
"to start the machine"

The distinction between MWEs and metaphors - a relatively unstudied and open question -
was also a source of inconsistencies and had certainly an impact on the annotation of texts. As a
matter of fact, fixed expressions are fossilized metaphors. There are a few precise tests, other than
statistical, which would allow human annotators to resolve this ambiguity reliably; Gross (1982) gives
some clues on the reproducibility and predictability of metaphors. In the current version of the
annotation, however, no attempt was made to distinguish MWEs from metaphors.
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7. CONCLUSIONS AND FUTURE WORK

We have presented an EL corpus manually annotated for VMWESs within a multilingual setting.
We have discussed the annotation scheme and its application to Greek data. The corpus is freely
available to the NLP and linguistic communities and released under Creative Commons licenses.
Annotation of VMWEs in naturally occurring text was proved to be a non-trivial task. To better
account for the problematic cases as outlined above, action should be taken along the following
lines: (a) further training of the annotators, (b) enhancement of the language-specific guidelines, (c)
definition of an adjudication procedure at fixed intervals and after the end of the annotation, and (d)
annotation of more data so as to overcome the sparseness issue.

Future work has been planned towards the following axes: (a) enrichment of the corpus so
that we overcome the data sparseness problem, (b) inclusion of other text genres and modalities
(i.e., user-generated content, more informal texts) in which other types of VMWESs are expected, and
(c) further elaboration and/or better customization of the guidelines with respect to the Greek data.
Finally, the annotation of other grammatical categories (nouns, adverbs, adjectives) is already under
way.
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ABSTRACT

O apiBuédg Twyv petavaoctwy otov Kavadd TTapouciace augnon wg atroTéEAeoua piag oeipdg
QUOIKWY KATACTPOPWY, TTOAEUWYV, OIKOVOMIKAG avAaykng, TTIOUMIag yia éva KaAUTEPO eTTiTTEd0 WAG
Kal GAAWV CUYKPOUCEWY, OTIG OTTOIEG YivETAl HAPTUPAG O TTAQVHTNG. AUTOI 01 HETAVAOTEG BewpoUuvTal
pelovoTnNTEG oTov Kavadd Twv oTroiwv n yAwooa Kal n KoUAToupa PBpiokovTal dIapKws Ut Tov
Kivduvo Tng egagpaviong. O1 'EAANveG Tou Ovtdaplo, otov Kavadd, KaToTAooOVTal AVAUEDSO O€ AUTEG
TIG pelovoTnNTEG. MpdTepn €peuva uttodelkvUel OTI ekeEiva Ta dToua Ta oTToia TTapakoAouBnoav
EAMNviKG oxoAeia, €xouv EAANvideg pntépeg Ko/ 'EAANVEG TTOTEPEG Kal EPTTAEKOVTAI OE
opaoTtnpIdTNTeEG 0 EAANVIKA 16pUPaTa/OUAAGYOUG, €TTIBEIKVUOUV BETIKOTEPN OTACN €vavtl Tng
KANPOVOUIAG TNG YAWOOTAG TOUG Kal UTTEPAVW OAWV, TTAPOUCIAdouV BETIKOTEPA CUVAIOBUATA EvavTi
TNG €0VIKNAG Toug TauToTNTAG. H TTapouoa epyacia TTpoxwped o€ pia emokotTnon tng EAANVIKAG
KoivoTntag ato Ovtdaplo. Mpoadiopidel TNV KAnpovouid TG YAwooag KaBwg kal GAAa ¢nThpaTa Ta
oTToia £XOUV OXE0N ME AQUTAV OTTWG, dIaTHPNON TNG YAWOOAG, ATTWAELIX TNG YAWOOAG Kal JETABOAN
NG YAwooag. Kupiwg, atmmookoTrei oTnv TTapouciacn TnG ETTTITWONG TNG KOIVWVIKO-OIKOVOMIKAG
B8éong (e1060nua, exTTaideuon Kal ETTAYYEAPATIKA AoXOAiQ), TNG AVTIMETWTTIONG KAl TOU KIVATPOU ETTI
TNG eKNABNONG Kai 1At PnoNg TNG KANPOVOUIAG TNG YAWOOAG JETALU TWV HETAVAOTWY TNG OeUTEPNG,
TPITNG Kal TéTapTng yeveds. Ta oToixeia Ba cuykevipwBouv atrd dtoua EAMAvwy TnG TTPWTNG,
OeUTEPNG KAl TPITNG yevedg (15 dtopa avd yeved) ye v Xprion evog TTPOCWTTIKA OXEDIAOUEVOU
epwtnpaTtoAoyiou épeuvag. ETTiTAéov auTtou, Ba utToPANBOUV epWTACEIC HECW OUVEVTEUENG O€ éva
MIKPO apiBud atopwv atmd dIaPOpPETIKEG yeveéG. O OKOTTOG TNG CUYKEVTPWONG OTOIXEIWY gival va
OciCel €Av 01 PETAVAOTEG €XOUV OIAQOPETIKA OTACN £vavTl TG PNTPIKAG/KANPOVOUIKAG YAWOOoAG
KABWG Kal dIAQOPETIKA KivnTpa €CapTWHEVA aTTd TNV OIKOVOUIKA TOUg KaTdoTtaon, Kal GAAoug
Tapdyovteg. MAéov autoU, n epyacia pixvel wg (QwrTidel) oTov POAO TwV YoVEWV Kal GAAWV
TTONITIOTIKWY KAl €BVIKWYV I8pUUATWY OTNV TTPOC0POPd BOABEIAG OTIG VEOTEPES YEVEEG JE OKOTTO ThV
dlatipnon Kai ekuddnon TG YAWOOIKAG KANpovopids Toug. TeAeutaio dAAa e&iocou onuavTiko, n
MEAETN €€eTACEl PE TTOIO TPOTTO N €UPPAdEI (EUXEPEID) KAl N EUTTIOTOOUVN OTAV KANPOvouId NG
YAWOOOG 0dnyouV (€XOUV WG ATTOTEAECHA) OTAV QUTO-EKTINON.

Aégeig kAe1d1a: O1 ' EANveG wg petavaoTeg, O 'EANNVEG WG PEIOVOTNTEG, KANPOVOUIKA YAWCOQ,
oTaon £vavTl TNG KANPOVOUIKAG YAWO oG

1. HISTORY OF IMMIGRATION TO CANADA

“Healthy Climate, Light Taxes, Free Schools, and 160-acre Free Farms.” This is how Wildfried
Laurier's government attempted selling Canada abroad in 1896 (Brearton, 2016: 3). Through the
years, Canada has witnessed different waves of immigrants having one common target in mind:
improving their quality of life, establishing more stable residence, and finding better job opportunities.
Different people from different countries have found refuge in Canada: Americans establishing farms
and factories, African-Americans fleeing persecution, Chinese looking for better jobs, Greeks
running away from poor economic situations, and, last but not least, Syrians escaping the civil war
(Brearton, 2016). According to Brearton (2016: 1), “Immigration to Canada can generally be
characterized by three words: economics, ethnicity and race.” As reported by Statistics Canada, it
is predicted that by 2031 the number of Canadians belonging to a minority group will exceed 11.4
million (Brearton, 2016: 6).
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2. PURPOSE OF THE STUDY

The overall purpose of this research paper is to present an overview of the current linguistic
and cultural status of Greek immigrants in Ontario, Canada. It mainly focuses on the individuals’
socio-economic status, attitude, and motivation on heritage language acquisition especially among
the younger generations (second and third generations). The paper also defines key terms such as
minorities, heritage language, heritage language acquisition, heritage language learners, heritage
language speakers, socio-economic status, attitude, motivation, language shift, and language
maintenance.

3. HISTORY OF GREEK IMMIGRATION TO CANADA

The presence of the Greeks in Canada goes back almost four centuries. It started with the
arrival of Yennis Phokas who landed on the Canadian West Coast as a member of the Spanish fleet
(Avvoula, 2009; Lloyd, 2011). At the beginning of the 20" century, only 39 people claimed being of
Greek origin (Avvoula, 2009; Chimbos, 2013). After 1911, Canada witnessed an influx of Greek
immigrants looking for a new life and better job opportunities. According to the 2006 census, 242,685
Greeks lived in Canada distributed between Montreal, Ontario (mainly Toronto) and Quebec. Among
these 3, Ontario is home to the majority; 132, 440 Greeks immigrants live there (Chimbos, 2013).

No human being has ever left homeland without any reason. Among the push factors that
urged Greeks to leave their motherland and settle in Canada are different wars, political fighting,
and economic instability, the war between the Greeks and Turks between 1900 and 1911, and
unemployment prevailing in major Greek cities. Throughout the years, thousands of Greeks made
Canada their home and formed the Greek community of Canada. Today, they are considered as
Christian minority that belongs to the Greek Orthodox Church (Avvoula, 2009).

As a community, Greek Canadians have established many churches, schools (daily and
weekly), organizations, community centers, and newspapers (Chimbos, 2013). The three most
influential factors in the life of every Greek immigrant in Canada are the family, the church, and the
school. Each of these factors contributes in preserving the Greek language, values, customs,
traditions, and identities (Chimbos, 2013).

Despite all the hard work Greeks have done for preserving the language, culture, heritage and
identity, many Greeks especially members of the first and second generation believe that the current
generation of Greeks in Canada are at risk. Many elders of the community admit the fact although
their children know the Greek language fluently, their grandchildren are not. In spite of being
exposed to Greek at home, in the family, and in the community, members of the current generation
learn the language of the majority at school and use it more; as a result, they are “assimilating slowly
but surely” (Frangouli-Argyris, 2013: 2). In addition to the language, Frangouli-Argyris (2013) and
Chimbos (2013) believe that not attending the Greek Orthodox Church and increase in mixed
marriages contribute to the process of assimilation.

4. RESEARCH QUESTIONS

The purpose of this paper is to show the impact of socio-economic status (income, education,
and occupation), attitude, and motivation of Greeks living in Ontario, Canada on heritage language
acquisition and maintenance especially among second, third and fourth generation immigrants.

The following are the research questions to be answered:

RQ1. What are the consequences of heritage language loss?

RQ2. What are the factors that prevent Greek immigrants in Ontario, Canada from being
proficient in their heritage language (Greek)?

RQ3. Which generation group of Greek immigrants in Ontario, Canada are most at risk?

5. HERITAGE LANGUAGE
The term Heritage Language (HL) was first coined and introduced to the linguistic circles in

Canada in the mid 1970’s after launching the “Ontario Heritage Language Programs” (Montrul, 2010;
Kagan & Dillon, 2008; Park, 2013). It mainly refers to the languages brought by immigrants to the
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host countries (Park, 2013). Some of the synonyms of the term HL are ethnic language, minority
language, ancestral language, third language, non-official language, community language, mother-
tongue, and native language (Park, 2013; He, 2010). In its broader sense, Krashen (1998) defines
a HL as the language that is usually spoken at home or connected to the heritage culture (in Yu,
2015); however, it has not been acquired completely because of the dominant language of the host
society (Kagan & Dillon, 2008).

Two significant terms related to HL are Heritage Language Learners and Heritage Language
Speakers. The first is defined as individuals, mostly bilingual, who have a cultural connection with a
language that they have learnt at home before English but do not understand it or speak it fluently
(He, 2010, p. 67; Kagan & Dillon, 2008, p. 143). Some of the characteristics of the heritage language
learners include: acquisition of the HL before the acquisition of English, limited exposure to the HL
outside the home, strong oral skills but limited literacy skills, positive attitudes toward the HL, and
studying the HL to connect with the heritage community (Kagan, 2012).

It has been explored in prior study by Nesteruk (2010) that birth order of the immigrant children
is very crucial; it has great impact on the children’s HL experience. A series of studies by Nesteruk
(2010), Montrul (2010), and Brown (2011) indicate that the HL experience of the first-born child is
much different from that of the later-born or last born. The first-born has more direct interaction with
the parents; hence, they experience more exposure to the HL. Exposure to the host language is
initiated after they start school as a result of which they become bilingual in the HL and the dominant
language. In fact, as the dominant language becomes stronger, the HL becomes weaker. Naturally,
they prefer using English for communication. Nevertheless, the later-born children interact with their
siblings more. During those interactions, English is employed for communication and conversation.

Immigrant children’s preference and choice of language before schooling and with siblings
after schooling indicates that they have started witnessing a language shift (Brown, 2011; Park &
Sarkar, 2007) that eventually leads to language loss (Yu, 2015) and assimilation in further
generations (Nesteruk, 2010). Valdes (2000) believes that by the fourth generation, all immigrant
children will be monolinguals of the host society that is English (in Kagan & Dillon, 2008).

6. FACTORS OF HERITAGE LANGUAGE LOSS

Heritage language loss is defined as the process of losing the community language by focusing
on the majority/dominant language (Park, 2013). According to Kouritzin (1999), heritage language
loss is the “restricted minority language acquisition in a majority language submersion setting” (p.
11 in Park, 2013: 44).

Some of the factors that lead to HL loss are: peer pressure, parents’ choice of language at home,
sibling influence, parents’ mentality, and absence of parents from home because of work (Brown,
2011; Park, 2013).

As stated by Kipp, Clyne, and Pauwels (1995), in addition to the factors mentioned above,
there are 2 major categories that contribute to the process of HL loss. The first category is considered
to be on the individual level such as age, gender, place of birth, education, marriage patterns, prior
knowledge of the majority language, reason for migration, and length of residency in the host
country. The second category is on the group level mainly related to the size and distribution of the
ethnic group and the language policy of the host country (Nesteruk, 2010).

7. CONSEQUENCES OF HERITAGE LANGUAGE LOSS

Any decision taken or choice made in life has its consequences. In fact, heritage language
loss leads to a long list of consequences most of which are considered to be negative. Some of the
major consequences are discussed below.

7.1 Negative Self-Image and Ethnic Identity

Research reveals that immigrants who are proficient in their heritage language feel better
towards their ethnic identity and themselves (Bankston & Zhou, 1995 in Yu, 2015). Edwards (1997)
and Joseph (2004) believe that one of the most important factors in attaining a strong ethnic identity
is language in general and HL in particular (in Yu, 2015). Hecht, Collier, and Ribeau (1993) define
ethnic identity as immigrants’ socially constructed sense of belonging to an ethnic group with which
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they share heritage, language, traditions, religious practices, values, ancestry, and other aspects (in
Yu, 2015). It is suggested that the more skilled and capable individuals are in their HL the more
positive self-esteem they show. Students who do not have a good command of their HL are usually
ashamed of their heritage and culture especially in the presence of their friends (Park, 2013; Yu,
2015).

7.2 Poor Academic Performance

Based on previous research, students who are proficient at their HL and have better self-
esteem perform better at school. Their achievement at school is directly related to those 2 factors
(Yu, 2015). In addition, Cummins (2001) states that immigrant students show poor academic
performance when their HL is rejected by the school community (mainly peers and teachers). In
most cases, they lose self-confidence and avoid participation in class (Park, 2013).

7.3 Lack of Communication Between Children and Their Parents

In any immigrant family, the children-parents relationship is at risk when children shift to the
language of the majority at home; hence, a large gap exists between them. This gap eventually leads
to lack of communication between children and parents. Actually, the more children know their HL
the tighter their relation with their family is. The opposite is true as well. The less children know their
HL the more negative their attitude towards their ethnic group could be and larger the gap between
them and their parents would grow (Park, 2013; Park & Sarkar, 2007).

7.4 Feelings of Discomfort During Home Country Visits

Many immigrant individuals feel bad when they visit their home country where they are in
constant communication with native speakers of their HL. This feeling of discomfort could be
considered positive and negative. In case of second generation bilingual immigrants, it could be a
strong motivation to learn the language better and show better skills during their next visit. However,
it could be negative in case of third and fourth generation immigrants. These individuals might refuse
visiting their home country and any communication with their relatives for the simplest reason that
they do not have a common language (Suarez, 2007).

8. THE STUDY

8.1 Instruments

For the purpose of data collection a self-designed questionnaire was used. It included 45
questions related to age, generation, language skills, and social and cultural activities. The
questionnaire was created and posted on SurveyMonkey which is an online survey development
and data collection and analysis tool. Different platforms were used for filling out the questionnaire
such as posting the link of the questionnaire on social media by a Greek Canadian and an Armenian
Canadian living in Ontario and sending it via email to different subjects.

8.2 Subjects

The subjects of the study conducted were 66 Greeks from Ontario, Canada spread over age,
gender, occupation, and educational background. They responded without any bias to any age,
gender, or generation. Among the 66 subjects that participated in the survey, 18 belonged to the
age group 21-25 (27.3%), followed by the age groups 16-20 and 46-50 with 9 subjects in each
(13.6%). The age group 76 and older included 1 subject only (1.5%). The subjects came from 3
different generations distributed as follows: 36 from 1%t generation, 24 from 2" generation, and 6
from 3™ generation. Among the 66, there were 29 male (46.8%) and 33 female subjects (53.2%).
The majority of the subjects were born in Canada (n=54); some of the subjects who were born
outside Canada, came to Canada between the ages 5-10 (n=4).
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8.3 Findings

According to the results, 37 subjects admitted Greek being their first language and 27 chose
English. In addition, the language spoken by the parents was considered important as well. Forty-
three subjects reported that their parents spoke Greek, 15 English, and 7 both. The subjects were
also asked what language they used in different situations. Figure 1 gives a clear overview of that.

What language(s) do you speak in the following situations?

Greek
120

100 English

Figure 1: Choice of Language in Different Situations

The responses also show the parents’ proficiency in both Greek and English. Among the 66
subjects, 27 reported being excellent at English (40.9%) and 6 reported being poor (9.1%). As
opposed to that, 49 subjects admitted being excellent at Greek (74.2%), 13 very good (19.7%) and
4 good (6.1%). None of the subjects admitted being poor at Greek.

The subjects were asked whether they were involved in the everyday Greek activities such as
attending religious education and church services, watching Greek TV, and listening to Greek music.
Those who attended religious education classes while growing up responded that they attended an
average of 3 hours per week (1 hour the least, 6 hours the most). In addition, 50 subjects reported
that they still attend Greek Church services/functions, while 15 have answered “no”.

Regarding watching Greek-language television while growing up and currently, 47 subjects
(72.3%) replied that they watched Greek language TV while growing up; however, only 12 of those
(18.2%) watch it currently. As for listening to Greek music, 44 subjects (66.7%) admitted that they
listened to Greek music while growing up as opposed to 15 subjects (23.1%) currently. Hence, the
number of people who used to watch Greek-language TV and listen to Greek-language radio has
decreased. Since reading has always been considered an essential activity in preserving one’s
language, the subjects were asked whether they read in Greek and what. Among those, the Bible
received the highest percentage (51%), followed by reading magazines (50%), novels and short
stories (47%) and newspaper (45%).

Another important issue that was raised in the questionnaire was where the Greeks in Canada
had learnt Greek. Subjects had 7 different choices. According to the results, 45 subjects learnt Greek
at home, 34 subjects in a bilingual education program, 8 subjects at the church, 20 In a Greek-
speaking country, 10 in high school in Canada, 4 at the university or community-college level in
Canada, and 9 taught themselves.

Sometimes the reason why someone has learnt a language says a lot about them. Different
subjects have learnt Greek for different reasons. According to the survey results, 41 subjects (67.2%)
informed that Greek helped them communicate with their grandparents and relatives, 30 subjects
(49.2%) needed Greek to travel to their heritage culture, 27 subjects (44.3%) reported that they
wanted to know more about their ethnic culture, 15 (24.6%) admitted that being bilingual in both
English and Greek increased their chance of getting a better career. In addition, 14 subjects (23.0%)
wanted an important position in their ethnic community in the future and 16 subjects (26.2%) to
watch TV or a movie. It is worth noting that 15 subjects (24.6%) suggested different reasons for
learning and improving their skills in Greek such as passing on the Greek language to their kids and
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the future generations, being Greek before being Canadian, being proud of their heritage language,
and being able to communicate with their mother should they get dementia and only speak Greek.

Although 43 subijects reported that in the future they do not expect to make any professional
use of their Greek-language skills, 22 subjects shared that they expect to make use of their Greek
language skills in different fields and for different reasons such as providing Greek client service,
working in the medical field, using it in their career, working in the hospitality and tourism industry
and managing real estate, and many others.

Regarding their reading and speaking skills in English, the majority of the subjects reported
being excellent: 77.3% excellent in speaking and 75.8% excellent in speaking. Concerning their
language skills in Greek, 61 subjects (92.4%) reported that they could speak, read and write in
Greek. When the subjects were required to rate their language skills in Greek, 22 subjects (33.3%)
admitted being excellent at speaking while 2 subjects (3.0%) very poor, 18 subjects (27.3%) admitted
being excellent at reading while 4 of them (6.1%) very poor, and 14 subjects (21.2%) excellent at
writing while only 5 subjects (7.6%) admitted being very poor. As for how often they use Greek, 36
subjects (54.5%) reported that they often speak, 20 subjects (30.3%) often read, and 19 subjects
(29.2%) often write Greek. As opposed to that, 1 subject (1.5%) admitted never speaking Greek, 5
subjects (7.6%) reported not reading and 7 subjects (10.8%) reported never writing Greek.

According to the results of the questionnaire, 17 subjects considered their overall proficiency

in Greek as excellent, 21 as very good, 17 as good, 6 as fair, and 4 as poor.
It is worth mentioning that the majority of the subjects informed that maintaining and passing the
Greek language to the next generation are very important for the survival of the Greek community
in Canada (71.9% and 74.2%). Nevertheless, 50.8% of the subjects reported that they felt most
comfortable when they were speaking English. The results were different when they were asked
which language they identified themselves with. According to the survey, 16 subjects (24.6%)
identified themselves with Greek, 20 subjects (30.8%) with English, 1 subject (1.5%) with neither
Greek nor English, and 23 subjects (35.4%) with both Greek and English.

In fact, the majority of the subjects (57.1%) reported that while they were growing up their
parents had a very supportive attitude towards maintaining their heritage language (Greek). Almost
a similar percentage of subjects (50.8%) informed that their parents have always spoken Greek to
them. In addition, 60 subjects reported that their parents helped them maintain their heritage
language (Greek) all the time and anytime possible. Most parents enrolled their children to Greek
schools, bought readers/videos in Greek, visited home country (Greece) regularly, spoke to them in
Greek, and were active members of the Greek community.

8.4 Interpretation of Findings

According to the survey conducted, 91.7% of those who are born in Greece consider Greek
their first language; whereas, those who are born in Canada show different results. Fifty percent of
them consider English their first language and the other 50% consider Greek their first language. In
addition, for those who are born in Greece, Greek is the language they feel comfortable with (41.7%)
and they identify with (33.3%). On the other side, for those who are born in Canada, English is the
language they feel comfortable with (56.6%). Moreover, 35.8% of them identify with both English
and Greek.

The results of the survey also reveal that 41.7% of first generation Greek immigrants identify
themselves with both Greek and English, 30.4% of second generation with both English and Greek
and other 30.4% with English, and 66.7% of third generation Greek immigrants identify themselves
with English only. In fact, not a single third generation subject has reported identifying with Greek
(0%).

In addition, 48.6% of first generation subjects, 50% of second generation, and 66.7% of third
generation subjects feel comfortable while speaking English. Moreover, 64.7% of first generation
Greek immigrants consider Greek their first language as opposed to 50% of second and third
generation subjects respectively consider English their first language.

The findings of the study highlight that 97.2% of first generation, 87.5% of second generation,
and 83.3% of third generation Greek immigrants have reported that they can speak, read, and write
Greek. As the results of the survey demonstrate, the majority of the subjects, whether first, second,
or third generation Greek immigrants, have reported not reading Greek magazines, newspaper, the
Bible, or any novels/short stories.
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In addition, 71.4% of the first generation, 54.2% of the second generation, and 83.3% of the
third generation subjects do not expect to make any professional use of their Greek language skills
is the future. Nevertheless, 69.4% of the first generation, 87.5% of the second generation, and only
50% of the third generation subjects consider passing Greek to the next generation as a very
important task and mission.

8.5 Discussion of Findings

The results and data analysis of the survey conducted show the efficacy of the issues raised
in the literature of this paper. The percentages reveal that Greek is mainly used within the family
sphere, for communication with the elderly in particular especially the grandparents, and at church.
Subjects switch to English when speaking with their siblings or other relatives. Outside the family,
English is the main language of communication such as at work and social occasions. Actually,
English is the only means to participate fully in the dominant community outside home and find better
job opportunities.

As time passes by, the gap between Greek immigrants in Ontario, Canada and their culture
becomes larger. The percentages of subjects who used to watch Greek language TV and listen to
Greek language radio have dropped from 72.3% to 18.2% and 66.7% to 23.1% respectively. Many
subjects do not watch or listen due to the fact that they prefer the English movie and English songs
since they have a better command of English than the heritage language. This is due to the fact that
the majority language, that is English, is the major medium of schooling (Montrul, 2010).

Subjects who are born in Canada are more attached to the Canadian/English culture than to
Greek. They consider English their first language, feel more comfortable while speaking English,
and even identify with English more. Brown (2011) claims the best way for students at school to
attain a feeling of belonging is through learning English and losing the heritage language. Since
culture and language are interrelated, HL loss leads to losing cultural aspects as well.

Last but not least, the outcome of the survey conducted confirms and emphasizes a very
important issue discussed in the review of literature. The younger the generation, the less fluent they
are in Greek and the more comfortable they are with English. The third generation Greek immigrants
in Ontario, Canada consider English their first language and they feel more comfortable while
speaking English. It is worth mentioning that not a single third generation subject has reported
reading any Greek language magazine.

9. RECOMMENDATIONS

For the purpose of saving the Greek language from language shift and language loss and for
preserving the Greek identity in a linguistically diverse environment such as Canada few
recommendations are suggested. Park (2013) and Park and Sarkar (2007) consider the list below
as useful; it is addressed to parents, community leaders, the church, scholars, and educators.

» Using the HL for communication at home among the family members
» Positive attitude adopted by parents towards the HL at home

» Avoiding intermarriages with members from the host society

» Frequent trips to Greece to facilitate acquisition of Greek

» Watching TV and reading in Greek

10. CONCLUSION

At the end, it is worth noting that the results of this research study may not apply to every
single Greek immigrant living in Ontario, Canada since it includes 66 subjects only. Nevertheless,
they should be interpreted as suggestive trends. For instance the fact that only 6 third generation
subjects have responded to the questionnaire can be indicative of a potential indifference towards
their heritage language, culture and ethnic identity. Actually, Tse (1997) believes that for a heritage
language to be maintained it should be promoted by the society and that an ethnic language will be
widespread only when both bilingualism and ethnic language proficiency are valued by the host
country’s (majority) cultures. After all, and as Fishman (1978) believes, “the ‘unity’ of mankind must
be built upon a recognition and acceptance of mankind’s diversity” that includes “societal
multilingualism” as cited in Kagan (2008: 149).
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ABSTRACT

Ti atrokaAUTITOUV Ta AAON TNG Katovouaaiag yia TNV opydvwaon NG onUAcIoAOYIKAG UVAMNG;
Mwg ouoxeTiCovtal ol ovIOTATEG HECQ ATTO TA POVOTTATIA TNG OKEWNGS TWV aQacIKwWV; H peAéTn Twv
EKONAWOEWY TNG AVOMIag wg XapakTnPIoTIKOU TNG a@aciag pixvel KATTOI0 gwg oTa TTapatTavw
EPWTAMATA. ZTNV TTapouca PEAETN TTapoucidlovTal n PEBOSOG Kal Ta ATTOTEAECOUATA TNG OXETIKAG
EPEUVNTIKAG OOUAEIG pe PBdon TIC ATTOKPIOEIC AQACIKWY aoBeviov o€ KAIVIKEG OOKIUATIEG
Katovouaaoiag.

2710 TTAQiOI0 QUTAG TNG £peuvag, dnuioupyndnke éva Zwua Kepévwy OTITIKAG KaTtovouaaoiag
ammo TTeVAVTA NXNTIKA apxeia ota oTroia TpIdvTa TTévie a@aoikoi aoBeveic Tng A’ NeupoAoyikAg
KAivikig Tou MavemoTtnuiou ABnvwyv Tou Alyivnteiou Noookopegiou uttodAAovTal oTnv KAIVIKNA
dokiyaoia Tng Karovopaciag Twv elKOVwy. To Zwpa Kelpyévwv trepidappavel 4169 Atravinoeig
Agaoikwy AcBevwv o1 oTToieg Katnyoplotroionkav cUu@wva Je TO OxXAuUa Tagivounong Trou
avaTTuxOnke €18IK& yia Tov OKOTTO auTo.

Me yvwpova Tnv AiloBnTtnpiakr/A&Iroupyikr @swpia aAAG Kal TNV TTapatipnon Twv 6edouévwv
avaTTuxonkav UTToBECEIC yIa TOV UNXavioPo avaoupong Twv OVTOTATWY atrd Tn CnPACIOAOYIKN
MVAUN Twv aoBevwyv. O1 umroBéoeig autég emPBeBaiwbnkav r atroppieBnkav Pe OTATIOTIKA
agloAdynon. Ta eupAuaTa autig TNG £peuvag deixvouv av Ta AdBn TG KaTovouaaciag gival Tuxaieg
UTTOKATAOTAOCEIG ] av UTTOAQVOAvouV KATTOIEG KAVOVIKOTNTEG, av Je GAAa Adyia diakpivovTal KATToIo!
MNXQVIOUOi TOUG OTTOIOUG XPNOIKOTTOIOUV Ol aPACIKOi OTnV TTPOCTIABEId TOUG va avacUpouv JIa
ovToTNTO.

Aégeig-kA&181a: agaaia, aioBnTnplaki/AsiIToupyikh Bewpia
1. INTRODUCTION

Naming is a fundamental aspect of language. Word retrieval, the procedure of transfer from
the concept to the spoken word is essential for naming. Naming of a picture involves three major
stages. During the first stage, the presemantic stage, the object in the picture needs to be
recognized. Next follows the lexical-semantic stage, where a name must be assigned to the object
distinguishing it from all other visually and semantically similar items. Finally, during the phonological
stage one word form corresponding to the object is assembled and retrieved from memory. Word
retrieval is realized from the semantic memory, that is, the kind of memory where the knowledge is
represented and organized in our brain. For example, we know that the lemon is yellow and sour.
This knowledge is stored in our semantic memory.

On the other hand, word-finding deficit, anomia, is the most common symptom of language
dysfunction occurring after brain damage. It is manifested with the disturbance of word retrieval
referring to the concepts that once were directly available to the speaker. It is a universal feature of
aphasia that cuts across all its diagnostic classifications. In order to understand the word-finding
difficulties, we can think of the “tip-of-the-tongue” phenomenon with which all of us we have dealt
with in our daily conversation. Aphasic speakers is like they suffer persistently from this problem.
This disturbance lead them to substitute the word that they are looking for, with another word or with
circumlocutions, they produce paraphasias.

There are plenty of neuropsychological researches that study the organization of semantic
memory. The Sensory/Functional theory, one of the most influential explanations of semantic
memory has been used in neuropsychology to explain the category-specificity of semantic deficit. It
assumes that the identification of living entities differentially depends on visual/perceptual

144



knowledge, while the ability to recognize nonliving entities depends on functional/associative
knowledge. A damage to visual semantic subsystem results in disproportionate deficit of living things
while a damage to functional semantic subsystem results in disproportionate deficit of nonliving
things. The present research focuses on the study of paraphasias. It is not examined if the aphasic
patients finally finds or not the name of the entity but the path they follow during his effort to find it.

In the following research we study how the semantic memory of aphasic patients associates
the sought-after word (stimulus) with the finally produced one. We use authentic data of visual
confrontation naming tests and draw on a corpus of verbatim intermediate error responses produced
by the patients while they search for the elusive word. The final aim is the identification of the
semantic factors that may influence entity name retrieval from the semantic memory of aphasic
patients.

2. METHOD

Primary data were obtained by the 1st Neurological Clinic of Eginition Hospital in Athens. Fifty
audio records were collected from thirty-five aphasic patients who have suffered cerebrovascular
accident. There were males and females age ranged from 24 to 79 years, post onset time ranged
from one day to three years after stroke. Patients presented all types of aphasias (Wernicke’s,
anomia, global, Broca’s and conduction aphasias).

Subjects underwent the “Boston Naming Test” and the “Snodgrass & Vanderwart” naming test
and they were asked to name the pictures as accurately. Pictures are arranged approximately in the
order of increasing difficulty. Target names cover a wide range of word frequency. When subjects
fail to correctly name a picture, they receive an auditory phonemic cue consisting of the initial sounds
of the target word and/or a semantic cue.

The audio records were transcribed and the ‘Visual Confrontation Naming Corpus’ (VCNC) was
developed consisting of 53059 words. A collection of 4169 Aphasic Responses resulted from the
annotation of VCNC according to the classification scheme presented below.

The classification scheme of aphasic responses is based on the schemes proposed by Laine
& Martin (2006) and Kohn & Goodglass (1985). The multiple error responses to the single target
were categorized into five major types. The error types included in this analysis are described in
Table 1. We assigned multiple annotations to the responses if more than one error categories could
be identified.

Table 1: Error classification system

Type of error
1. Semantic
a) Single word
Superordination

Description Example

Instead of the target name its Animal for camel
superordinate category is offered as
response
Instead of the target name its
subordinate category is offered as

response

Subordination caretta caretta for turtle

boundaries

Inclass Response derived from the same Cow for ox
coordination category members
Contextual Various sorts of associative Barrel for wine
association relationships that go across category

b) Definitional
circumlocutions

Multiword response with semantic
relationship with the target-word

With the big neck for
giraffe

2. Perceptual

Perceptually
related

Apparent visual similarity with the
target

Beaver for little bear

Perceptually
part/whole
responses

Part of the target-object

Darts for feather
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3. Phonological
Phonemic Real word that shares some lelafi/ deer for /elefantas/
relevance phonological elephant
elements of the target
Phonemic Nonword that the affected units are /chtena/ comb for /tena/
paraphasias phonemes
Neologistic Nonword that shares more than half /koukouvagia/ owl >
paraphasias the /kouloupayia
phonemes of the target
Abstruse Nonword with no identifiable relation /odondovourtsa/
neologisms to the target toothbrush - vasisamou
4. No
relationship
errors
Unrelated word No evident target-response /pelekanos/ pelican >
relationship /papadopoulos/
Deviant Semantically inappropriate multiword tripod > we draw lines
circumlocutions responses referring to attributes not with it
associated with the target
5. Other
responses
Perseveration Intrusions that appear after some gorilla> frog
intervening stimuli
Omission Either the patient remains silent or “I know what it is but
indicates the inability to name the cannot get it”
target
3. RESULTS

We turn now to the results of our research. The aim is to examine how the patients retrieve the entity
name from their semantic memory. Four research assumptions were formulated and after were tested for
their validity prediction using the software package SPSS and the “chi-square test for independence”. The
research assumptions were checked against the annotated data and were divided into those based on the
category (1 & 2) and those based on the size (3 & 4). On the other hand, the aphasic patients’ answers
were divided based on their content. One way of analysing semantic features is to group them according
to their content. In this regard, one of the most frequently examined distinctions is that between Sensory
and Non-sensory features. Consider, for example, the concept “dog”. A Sensory feature may be has four
legs. Non-sensory features may include functional (e.g., is used for hunting), associative (e.g., likes to
chase cats) and encyclopaedic features (e.g., may be one of many breeds). The sensory/functional theory,
one of the most influential explanations of semantic memory impairment, is based on the distinction
between Sensory and Non-sensory semantic features, and has been used to explain the phenomenon of
category-specificity in semantic memory.

First of all we examine how entity names based on their category are retrieved. Table 2 shows
some examples drawn from our primary data that belong to living entities and are retrieved on the
basis of their sensory features. The “giraffe” is retrieved as the animal “with the big neck”.
“‘Rhinoceros” as the animal “with its distinctive horn” while the “camel” as the animal which “has two
humps”. In these cases the patients focus on a morphological feature of the animals that makes
them to be differentiated from the others. “Rhinoceros”, is also, retrieved as “hippopotamus” and
“buffalo”. The two animals share visual similarity as referring to their shape, size or their fat. It is a
mixture of morphological characteristics. The same applies for the horse that is retrieved as deer.
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Table 2: Examples of living entities that are retrieved based on their sensory features

Living entities Sensory features
With the big neck

His nose at the top
hippopotamus
buffalo

This animal has two humps
horse

deer

From Graph 1 we observe that the living entities are retrieved both with sensory and functional
features. However, the answers that are distinguished by their sensory attributes are attached to the
living entities in their majority.

As a result, we create the first assumption that the retrieval of living entities names from the
aphasic patient’s semantic memory is based on Sensory features.

Graph 1: Retrieval of living entities based on Sensory features
Chi-square result: x? = 14,037, df= 1, p < 0,001
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31.80%

NONLIVING LIVING

Table 3 shows the entities that are belong to the nonliving category and are retrieved based on their
functional features. When the patient confronts with the stimulus “tongs” retrieves the word
“beverage” that means we throw the icecube into beverage with the tong. The “bench” is called as
“stool”, “chair”, that is they share the attribute of the “seat”. The “barrel” is retrieved as “wine”, the
patients retrieve the way of its use, that is the barrel is used for storing the wine.
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Table 3: Examples of nonliving entities that are retrieved based on their functional features

Nonliving entities Functional features
With that we catch the icecube
beverage

stool
chair
This is where we sit

The doctor uses it for the
auscultatory
heart

wine

From Graph 2 we observe that the nonliving entities are retrieved both with functional and sensory
features. However, the answers that are distinguished by their functional attributes are attached in
their majority to the nonliving entities.

As a result, we create the second assumption that the retrieval of nonliving names entities from
the aphasic patient’s semantic memory is based on Functional features.

Graph 2: Retrieval of nonliving entities based on Functional features
Chi-square result: x* = 65,393, df= 1, p < 0,001
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After, we examine how the entity names are retrieved based on their size. So far we have created
two patterns that are applied when the differentiation of the entities is based on their category. The
entities were separated into living and nonliving and we noticed that living entities are retrieved
according to the answers that focus on sensory features while the nonliving entities according to
answers that focus on functional features. However, every category allows a further specialization
with the addition of the variable of size. Therefore, while living entities are retrieved based on their
sensory features, when we add the variable of size, we notice from the Table 3 that the small living
entities are retrieved based on their functional features as the nonliving entities. The stimuli “octopus”
and “mushroom” are retrieved as edible things. The “snail” and “pelican” are associated with the
environment where they live in.
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Table 4: Examples of small living entities that are retrieved based on their functional features

Small living entities Functional features
This is a classic appetizer

It appears with the water, when it
rains
It goes out at night

There is in Mykonos

| wanted to put it in the food

From Graph 3 we observe that the small living entities names are retrieved both with functional and
sensory features. However, the answers that are distinguished by their functional attributes are
attached in their majority to the small living entities.

As a result, we create the third assumption that the retrieval of small living entity names from
the aphasic patient’s semantic memory is based on functional features.

Graph 3: Retrieval of small living entities based on Functional features
Chi-square: ¥* = 16,836, df= 1, p < 0,001
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While nonliving entities in their majority are retrieved based on their functional features, when we
add the variable of size we observe that the big nonliving entities are not retrieved based on their
functional features. There is a tendency to be retrieved as the living entities and more particularly
they focus on a morphological feature. Table 5 shows that single words that depict a specific feature
of the entities are offered as responses. The “house” is retrieved as a “door” and the “volcano” as
“lava”.
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Table 5: Examples of big nonliving entities that are retrieved based on their sensory features

Big nonliving entities Sensory features
door

lava, crate

wagon

propeller

From Graph 4 we observe that the big nonliving entities names are retrieved both with functional
and sensory features. However, the answers that are distinguished by their sensory attributes are
attached in their majority to the big nonliving entities.

As a result, we create the fourth assumption that the retrieval of big nonliving entity names from
the aphasic patient’s semantic memory is based on sensory features.

Graph 4: Retrieval of big nonliving entities based on Sensory features
Chi-square result: x* = 16,836, df= 1, p < 0,001
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4. CONCLUSION

We turn now to the conclusions of our research. So far, we have noticed two things. The first
is that patients looking for the name of an entity they produce paraphasias. Some intermediate
verbatim responses that focus on characteristics either sensory or functional. The second one is that
entities are divided into those based on their category and those based on their size. The findings
indicate that research assumptions based on the category (1% and 2") are in accordance with the
Sensory/Functional theory, that is, there is a correlation between the modality of information
processing and the categories to which each entity belongs. Perceptually, more similarities exist
among living than non-living things. As a result, living things are retrieved on the basis of their
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sensory features while non-living things are retrieved on the basis of their functional features. Up to
this point, our findings align with the bibliography and shed light on the role that semantic memory
plays when the aphasic patients try to access the elusive word.

We observe that size plays an important role as regards the mechanism of entity name
retrieval. It is interesting that the 3rd and the 4th research assumption have been verified although
they are not predicted by the Sensory/Functional theory. According to the 3rd research assumption,
associative features such as the environment to which an entity belongs or handling of them as
edible things seem to influence the retrieval of small living things. According to the 4th research
assumption, there is a particular subset of the sensory features that seems to influence the retrieval
of large non-living things. Thus, while the retrieval of small non-living things is based on their
functional features, large non-living things are not retrieved on the basis of their functional features
as it would be expected; rather sensory features of the large non-living things are raised from the
semantic memory of the aphasic patient. Possible hypotheses that explain these findings are (a)
small living entities such as “pelican”, “octopus” are not distinguished by their distinctive features
such as “beak” or “tentacle”, therefore, the patients treat them as edible things, (b) big non-living
things such as “volcano”, “train” or “house” are not treated as functional things that can be somehow
handled, therefore the patient looks for characteristic parts of the large non-living entity using both
sensory retrieval (volcano - lava) and functional retrieval (house - door), (c) there is no universal
mechanism of entity name retrieval based on the category (living-non living) to which an entity
belongs.
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ABSTRACT

H peAétTn auth cuuBdaAAel oTnyv €peuva TG TTOAUCNUIOG Twv TTPOBECEWY, KATaPXAV aTTd TN
OKOTTId TNG YAWOOIKAG avATITUENG aAAG Kal TNG YAWOOIKAG aAAayng. AvaAuel €i8IkKOTEpa TIG
apnpnpéveg XpRoeig TG BacikAg TTPoBeong ag oTo TTIo QUOIKO €i00g Adyou, TIGC CUVOIAIEG evog
TTaidioU nAikiog 1;8 éwg 4;0 e€Twv Pe e€vAAIKEG, TTAVIO OE OUVAPTNON ME TO YPOAUMATIKO Kal
TTPAYHATOAOYIKO TTEPIKEIMEVO. Ta aTToTEAéTUATA avadelkvUouy Tpia dia@opeTIKA TTedia XpAOEWY TTOU
EXOUV OUOXETIOTEN Kal oTnV TTpoyevEDTEPN PIBAIOYpa®ia pe BEIKTEG TTOU BNAWVOUV TTPOOPICHO/CTOXO:
OUYKEKPIMEVA, XPNOEIG TTOU EVIAOOOVTAl OTO KOIVWVIKO TTEdio (dpaocTnpidtnta TTou OTOXeEUEl OF
EUyuxn ovtoTnTa), OTo VONTIKO TTEdIo (SIDIKOTEPA VOEPH Kivnon TwWV CUVOUIANTWY TTPOG XPOVIKO
opéonuo 1 éva Bépa avagopdc) Kal TEAOG PN KUPIOAEKTIKA Kivnon/TottoBeaia TTpog/oe QuOIKO,
KUPIOAEKTIKO opdanuo. O1 KOIVWVIKEG KAl VONTIKEG XPOEIG avAAUOVTAl WG PETAPOPIKES ETTEKTAOEIG
TWV KUPIOAEKTIKWYV ONUACIWY TOU O€, JE TIG KOIVWVIKEG VA TTponyouvTal avaTiTuélakd Kabwg Kal o€
ouxvotnTa. AvTIBeTa, N PN KUPIOAEKTIKA Kivnon/ToTroBeaia avaAUeTal WG HETWVUUIKA ETTEKTACN TNG
KUPIOAEKTIKAG onpaciag. Ta euprjuata oudntouvTal wg TTPOG Tn Bewpia TNG YAWOOIKAG KATAKTNONG
OAAG Kal TNG onuUAacioAoyIKAG aAAayng, TTapdTl OTI o1 dUO TTopeieg dev TAUTICOVTAI AVAYKAOTIKA Kal
TTAAPWG. YTrooTtnpifoupe 6Tl N avaTITUEN ATt TOTTIKEG OE TTIO APNPNMEVES XPNOEIC OTNV TTAIBIKN
YAWooa kaBodnyeital ev Hépel atTd KABOAIKES YVWOIAKES TTAPAUETPOUG, OTTWG N APAIPETIKOTNTA TNG
METAPOPIKAG ETTEKTAONG l N OUVTOUEUON TNG BIOBIKACIAG ava@opdg TToU ETTITRETTEI N METWVUHIQ.
2nHUavTikd péAo diadpapaTifouv OuwG £TTiong onPacioAoyikd dedopéva TnG KABe YAWOOoaAG, OTTWG N
OUpTTEPIANWN TNG «AOTIKAG» onuaciag 0To g€ ota eAANVIKA. To eupnua 4TI n OVIOYEVETIKA AvaTITUEN
Oev TpoodiopifeTal Pévo ATTO TN YVWOIAKN TTEPITTAOKOTNTA TWV ONUAcIwv aAAd kal atrd
€EWYAMWOOIKOUG TTaPAYOVTEG CUMBAAAEI oTnV aKpIBECTEPN TTEPIYPAPN TNG, OAAG Tnv  KaBIoTA
AiydTEPO TTPOLBAEWIUN KAl avaEVOPEVA DIAPOPETIKY aTTd TNV IOTOPIKA £EEAIGN.

Keywords: spatial prepositions, language acquisition, polysemy, non-literality
1. INTRODUCTION

The polysemy of spatial prepositions is well recognized, with research focusing upon its
patterns and the motivations for their development (e.g. Tyler and Evans 2003, Rice and Kabata
2007). One issue raised is whether the development of polysemy patterns is primarily determined
by universal cognitive factors, above all metaphoric extensions, so that a prototypical spatial
meaning leaves its remnants in all abstract ones, or instead the extensions are less unidirectional
and more complex as they are also notably affected by factors related to use. Empirical data is
widely deemed utterly essential for resolving such issues, particularly data from converging sources,
including corpora; Rice (2003) moreover stresses the value of child-adult conversations, which we
exploit in our research.

Yet, acquisition research on abstract uses of spatial prepositions is limited, rather
unexpectedly given extensive research on their spatial uses as well as on polysemy and non-literal
language more generally. Very few studies trace the development of such uses, in fact largely in
English and also in the context of research on prepositions more generally (e.g. Tomasello 1987;
Bloom, Tacket and Lahey 1984; Morgenstern and Sakali 2009 on English and French). Their findings
can be summarized as follows: a) Abstract uses emerge very early, even if slightly later at times
than spatial ones. b) They involve various meanings, which emerge gradually and are originally tied
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to particular constructions. c¢) Development is characterized by notable individual differences, with
some signs of cross-linguistic ones as well. Individual differences have been mostly ascribed to
family ways of life and speaking (see Rice 2003). Cross-linguistic differences have been seen as
the result of language structure, as has been indeed widely supported for spatial uses of such
prepositions and particles (see e.g. Bowerman 1996 on the latter). More specifically, Morgenstern
and Sakali (2009) found prepositions in early child speech bearing more often a concrete spatial
meaning in English relative to an abstract one in French. They ascribed this to typological differences
in the coding of basic spatial notions by prepositions/particles in English but verbs in French.

Issues regarding ontogenetic change partly align with those of historical change, even though
the two paths of development have been found to differ at least in part (see e.g. Morgenstern and
Sakali, 2009, also Slobin 2004 on differences and Diessel 2007 on parallels). Acquisition research
has also recognized the role of conceptual determinants, above all metaphoric extension, in line with
research on semantic change. However, it has at the same time pointed out the strong effect of use-
related factors (in line with research on historical change such as Bybee 2003). Such factors
supposedly explain findings like idiosyncratic paths of development as well as early emergence of
abstract uses in child speech, whenever such uses are frequent in the input and also code meanings
difficult to express by other means. However, at this point of research, such general claims about
determinants need to be sharpened, for one, in regard to the relative weight and interaction of such
factors but also, as Rice (2003) points out, in regard to their definition and specification.

In our research we have investigated abstract uses of the two basic Greek spatial prepositions
se “in/at” and apo “from™ in early child-adult conversations, but we here present data only on se for
reasons of space. Our primary aim is to describe the acquisition path and discuss its determinants.
Yet, our data can also contribute to the description of se’s polysemy, even if it is not necessarily
typical of adult to adult registers. Because the data is drawn from the most natural of all registers, it
can reveal which constructions are experientially basic and frequent, thus also possibly contributing
to issues regarding the evolution of polysemy. Available descriptions of se are largely sketchy (see
above all Bortone’s 2010 history of Greek prepositions, also Skopeteas 1999). Corpus data is
available only for spatial uses of se in early child speech (see Alexaki, Kambanaros and Terzi 2009
and for systematic analyses of its meanings Katis and Nikiforidou 2017 as well as Katis, Poulimenou,
Katsibraki and Manoli 2016). The analyses of its meanings confirmed the widely held assumption
that se serves as an allative and a locative; they further showed that the allative is slightly earlier
developmentally and twice as frequent.

2. METHOD AND DATA ANALYSES

We traced the abstract uses of se in 60 hours of conversations of a girl with her family in the
age span of 1;8 to 4 years. This is the same corpus analyzed for spatial uses of se by the child by
Katis et al. (2016) (also see Katis and Nikiforidou, 2017). However, we now analyzed both child and
child-directed speech (CS and CDS respectively). To begin with, we described all constructions
requiring se, although the s- phonetic element is originally often missing in child speech. Katis and
Nikiforidou (2017) argued this to be a phonological problem caused by the very frequent combining
of se with the definite article (e.g. to) which results in an st- consonantal cluster (e.g sto kouti “in the
box, also see many examples below). However, as is typical of phonological development (see e.g.
Vihman, 1996), se is not always missing but simultaneously produced at times as early as 1,9, thus
supporting our decision to analyze all such constructions. Given a gradient of abstraction, we then
took as abstract all constructions not coding a physical translocation of an entity to a spatial area or
its location in it. We also described the meanings of se by taking into account its constructional and
pragmatic/discourse context, in accord with claims that such contexts are highly important for
deriving the meaning of a preposition (see e.g. Sinha and Kuteva 1995). This was also dictated by
findings that children originally restrict types of meanings to particular constructions (e.g. Tomasello,
1987).

"In their abstract uses they take on more varied glosses, including “to” and “on” in the case of se.
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3. RESULTS

In an extensive total of 5531 constructions requiring se, 6% in child speech and 19% in the
input turned out to be abstract uses. We categorized them into different types, partly drawing upon
previous research on allative markers (Rice and Kabata 2007, Georgakopoulos 2011). More
specifically, we recognized three major categories, that we call Social Target, Mental Target and
Non-literal Location/Motion, describing a few remaining types as Other. Figure 1 shows the relative
frequencies of these categories (including subcategories that we discuss below).

Figure 2. Relative frequencies of the categories of abstract uses of se: Social Target (SOC), Mental Target
(MENT), Non-literal location montion (NON-LIT) and their subcategories.

Social Target uses are the most predominant at 46% and 67% of the total for CS and CDS
respectively. Across languages, they have been seen as coding an animate being’s transferring or
doing something to an animate target (see Rice and Kabata 2007). In our data, this target is typically
human but also an animal or an inanimate entity treated as animate by the child (typically a doll).
Moreover, Social uses have been seen as metaphoric extensions of the allative, highlighting the
endpoint of the source-path-goal schema. Their abstractness lies in this endpoint being an animate
entity rather than a spatial area. We further recognized five subtypes, that we call Recipient (REC),
Addressee, (ADDR), Beneficiary/Maleficiary (BEN/MAL), Perceiver (PERC) and Experiencer
(EXPR).

More specifically, Recipient involves transferring of a concrete entity. These are
overwhelmingly dhino “give” constructions (example 1) at 81% and 75% of the total in CS and CDS
respectively; we also find verbs like stelno “send” (example 2).

(1) Dhose ta  klidhia ston papu [CDS 1;11 yrs]
Give-2s-IMPR the keys to-the grandad
Give grandad the keys.

(2) Dhe tha to stilo sti mama tu [CS 3;8 yrs]

Not will it send-1S-NPS to-the mum his
I will not send it to his mum.

Addressee also codes transferring but of a more abstract “object”, words. Here, leo “say/tell”
predicates (example 3) are by far more frequent in roughly 8 of 10 cases in both CS and CDS. Less
often, semantically richer predicates like eksigho “explain” (example 4), tilefono “telephone” and
iposxome “promise” are also used.

(3) Pes to sto baba [CDS 1;11 yrs]
Say-2s-IMPR it to-the dad
Tell dad.
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(4) Eksighise stis adhelfules [CDS 3;1 yrs]
Explain-2s-IMPR to-the sisters
Explain to your sisters.

Beneficiary/Maleficiary uses code activities. Moreover, they invite inferences as to the
intention of the agent as well as the effect of his acting upon a target. These inferences evoke
psychological states, which are moreover seen as either positive or negative ethically and
emotionally (examples 5-7). Most often we find the semantically bleached verb kano “do” (examples
5 and 7), but also its combining with a noun complement to form more complex lexemes like kano
masaz “massage” (example 6), finally semantically richer verbs like maghirevo “cook” (example 7).

(5) Pote Gheorghia afto pu ekanes stin Anna [CDS 1;11 yrs]
Never Georgia this that do-2s-PS to-the Anna
Georgia, don'’t ever do this to Anna again!

(6) Dhen kanete sti mama ligho masaz [CDS 2;11 yrs]
Not  do-2P-NPS to-the mum little massage
Why don’t you give mum a massage?

(7) Maghirepses sti mama patatules [CDS 1;11 yrs]
Cook-2s-ps  to-the mum potatoes
Did you cook potatoes for mum?

While Recipient and Addressee instantiate roles with fixed and predictable semantic interpretations
with respect to the relevant verb frames and are thus clearly part of the argument structure of the
verb, the interpretation in Beneficiary/Maleficiary uses is more context-dependent. In our data, it
depends upon elements of the immediate context such as the subject/agent “wicked woman” in
example (8) or the speech act of scolding in example (5) earlier.

(8) Ti pai na kani sti Chionati
What  go-3S-NPS to do-3s-NPs  to-the Snowhite
i kakurgha [CDS 2;1yrs]
the wicked- woman

What is this wicked woman going to do to Snowhite?

Perceiver constructions code the transferring of an image rather than an object, always with
the verb dhixno “show” (example 9).

(9) Dhixno ena theatro sta pedhia [CS 3;8 yrs]
Show-1S-NPS a play to-the children
I am showing a play to the children.

Finally, Experiencer constructions conceptualize an emotion as targeting an animate being, in
our data always with the verb aresi se “like” (example 10).

(10) Ti aresi stis ghates [CDS 2;5 yrs]
What like-3S-NPS  to-the cats
What do the cats like?

As seen in Figure 1 earlier, Perceiver and Experiencer are the least frequent of the Social
Target uses, followed by Beneficiary/Maleficiary uses at 4% in CS and 10% in CDS. The most
frequent is Recipient in CS at 24% but Addressee in CDS at 39%. The age at which the different
Social Target uses first emerge is shown in Table 1 (which includes additional uses we discuss
below). Recipient and Addressee appear in CDS from the earliest recordings at 1;8,
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Beneficiary/Maleficiary along with Perceiver one month later at 1;9 years, but Experiencer only at
2;5. However, in CS they emerge with some delay relative to CDS, with Recipient one month later,
Addressee three and Beneficiary/Maleficiary four months, merely a single instance of Perceiver
quite late at 3;4 years and none of Experiencer.

Table 1. Age of first appearance for major types of abstract uses of se

Age Child-directed speech (CDS) Child speech (CS)
Social Target (REC)
1;8 Social Target (ADDR)
Non-literal motion/location
Social Target (BEN/MAL)
. Social Target (PERC) .
1,9 Social Target (REC
’ Mental Target (TEMP MOMENT) ! get )
Mental Target (TEMP INTERVAL)
1,11 Mental Target (REF) Social Target (ADDR)
2;0 Social Target (BEN/MAL)
2:1 Non-literal motion/location
2;2 Non-literal location/motion (PERC PATH) Mental Target (TEMP MOMENT)
2;5 Social Target (EXPR)
2,1 Mental Target (REF)
3;0 Mental Target (TEMP INTERVAL)
3;2 Non-literal motion/location (PERC PATH)
3;4 Social Target (PERC)

The polysemy of sein the social domain is motivated by well-recognized metaphors that relate
to allative meanings cross-linguistically. We may thus think of Recipient as one basic meaning of se
(and of allatives in general) and more precisely as the first abstract extension of spatial allative se.
Following Goldberg’s analysis of ditransitive meanings (1995: 148-151), we further recognize
metaphorical recipients of different types. The Addressee is licensed by the CONDUIT metaphor
(Reddy 1979 whereby communication is metaphorically conceptualized as traveling across to the
listener). The Beneficiary/Maleficiary type is licensed by another metaphor, whereby actions
intentionally directed at another person are conceptualized as entities transferred to that person.
The Perceiver is licensed by the metaphor according to which perceptions are conceptualized as
entities moving towards the perceiver and perception occurs upon "reception". Finally, the
Experiencer meaning is based on the metaphorical conception of an emotive stance as targeting a
human being.

Mental Target uses involve pointing by the discourse participants to a timepoint or a topic of
reference. They are more abstract than Social uses because the target of motion is always a
mentally envisaged space rather than a concrete being, but also because they involve fictive motion
on the part of the speakers (rather than motion of an external entity). They also appear to be
metaphoric extensions of the allative, although we argue below that some of the relevant instances
may also be analyzed as extensions of the basic locative meaning of se. We distinguish such uses
into Temporal (TEMP) and Reference (REF) ones.

Temporals appear in two versions. What we call Moment uses inform about plans for activities
and thus point deictically to a future time relative to the moment of speech (example 11).

(11) Tha pas volta me ton papou se ligho [CDS 1;9 yrs]
Will go-2s-NPs  walk with the grandad in little
You are going for a walk with grandad in a little while.

Interval uses also point to an event at a moment other than that of speech, but in the context of a

complex of events experienced in the past. The highlighted event is placed at the initial or more often
the final point of this complex, often implicitly being a story or a life episode (example 12).
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(12) Ti epathe o] likos sto telos [CDS 2;0 yrs]
What happen-3s-Ps the wolf in-the end
What happened to the wolf in the end?

Because Interval uses also envisage a period with some duration, we may see them as additionally
involving a metaphoric extension of the locative. Overall however, Temporal uses consist largely of
the Moment variety in roughly two thirds of cases for both child and adults. Though both varieties
emerge at 1;9 for adults, this occurs later for the child with Moment at 2;2 years and Interval as late
as 3 years.

Reference uses code the domain in which or the background against which an event or
situation is set (see e.g. Radden 1989). They often refer to an aspect pertaining to reality, like
pretending (example 13) but not only (example 14).

(13) Sta psemata to kaname [CS 3;1 yrs]
In-the lies it do-1P-PS
We only did this in pretend.

(14) Dhen exume sto numero su [CDS 3;8 yrs]
Not have-1P-NPS in-the size
We don’t have any in your size.

When they refer to domains like a dream or a film which last in time, they resemble temporals.
However, they do not highlight a timepoint within this domain with a temporal phrase like “at the
end”, but instead the nature of the domain (example 15).

(15) Itane se ena ergho pu idha ston ipno mu
Be-3s-ps in a film that see-1s-PS in-the sleep my
[CDS 2;11 yrs]

It was in a film that | saw in my dream.

Reference uses always seem metaphoric extensions of the locative as well. They also appear rather
late in child speech at 2;11 years relative to 1;11 in the input, in fact even later and rarely in the
more abstract uses.

Non-Literal Motion/Location is the least frequent of the three major types of abstract uses at
9% of the total in CS and 12% in CDS. It involves concrete typically inanimate targets/locations, but
non-literal motion or location. The most frequent and early correspond in part to what have previously
been called abstract locatives. In our data they code events, activities or states involving
technological tools, i.e. books, telephones, recorders, cassettes and television (examples 16 and
17).

(16) Pion exume stin kaseta [CDS 1;9 yrs]
Whom  have-1P-NPS on-the cassette
Whom have on the cassette?

(17) Milaghan sto mikrofono [CS 3;8 yrs]
Talk-3P-Ps  to-the microphone
They were talking to the microphone.

In fact, such constructions seem reduced versions of literal descriptions of a situation in its full
details; in example (17) people were talking to other people via a microphone and not in essence to
the microphone itself. Their non-literality thus lies in metonymy (see e.g. Langacker 2009) and not
metaphor as in the abstract uses discussed so far. In fact, their missing elements seem easily
recovered given abundant daily experience with such tools in modern societies (as opposed to pre-
technological ones). They appear in the input from the very start, but only at 2;1 for the child, in fact
later than the three Social types but shortly before Mental Space ones and more particularly of the
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Temporal Moment variety. A second variety of Non-Literal Motion/Location has been previously
recognized as Perceptual Path (PERC PATH in Table 1), overwhelmingly a visual path but also
auditory (examples 18-19).

(18) To idha stin tileorasi [CS 2;5 yrs]

It see-1S8-PS on-the TV
| sawiton TV.

(19) Akughete sto maghnitofono [CDS 3;4 yrs]
Hear-3s-Ps-PSv on-the recorder
It is heard on the recorder.

Though emerging at 2;2 years in CDS, this variety appears less often and later in CS at 3;2, with
auditory path more specifically only in CDS.

Constructions described as Other include: a) the idiomatic exclamative in example (20), which
seems to function as an unanalyzed whole often as an interjection of surprise/wonder, b) a mental
judgment (example 21).

(20) A sto kalo i ine afto [CS 2;11 yrs]
Go-2s-IMPR to-the good what be-3s-Ps this
Oh gosh! What is this?

(21) Dhe xorai stin Eva [CS 2;2 yrs]
Not fit-3s-NPS  on-the Eva
It doesn’t fit on Eva.

4. DISCUSSION AND CONCLUSION

We summarize our most important findings as follows: a) Non-spatial uses are noted from the
earliest recordings at 1;8 years in the input along with spatial ones (both locative and allative). In
child speech, they emerge immediately after at 1,9 years, when spatial uses also come to include
locatives besides allatives. This early appearance is in accord with previous findings that spatial
uses need not clearly precede non-spatial ones (see Rice 2003 above all). b) Yet, abstract uses are
notably more limited than spatial ones. They may be more frequent in other registers, especially
higher ones, but we have no corresponding data. We only have indications of register variation in
the study of eis, the historical predecessor of se, with abstract uses found more frequently in texts
of rhetoric and medicine as opposed to historical narratives and comedy conversations
(Georgakopoulos 2011). ¢) As expected, the child’s uses are more restricted relative to those in her
input. They also involve a somewhat narrower range of meanings, for instance no complex
Addressee predicates like “explain” or Experiencer constructions. In fact, as our data made
abundantly clear, the identification of the senses undertaken by the preposition depends not only
upon the verbal predicate but also its complements (hence our classification of e.g. rixno xomata
‘throw soil/mud” in the recipient category), demonstrating the importance of lexical constructions in
verbal polysemy (cf. Boas 2013, etc.) d) Moreover, the meanings we identified tend to appear in
particular constructions, especially in early child speech; this is seen above all in Recipient “give”
and Addressee “say/tell” constructions but also Temporal “in the end” ones. This finding supports
previous claims on the piecemeal nature of development (Tomasello 1987). e) Finally, the various
types of uses emerge with a delay in child speech relative to the input, either only slight or quite
notable.

Can the details of the developmental path sharpen assumptions about which factors determine
it? Once again, the frequent confounding of such determinants hardly allows for unequivocal
conclusions. For instance, Beneficiary/Maleficiary uses may emerge later for three reasons: their
meaning may be contextually derived, they are less frequent in the input and also signal
psychological states besides concrete activities. Therefore, we can only make a modest claim: The
much discussed variable of input frequency has no mechanistic effects upon the child. This is best
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seen in the fact that Addressee constructions are the most frequent for adults who use them to incite
the child to talk in order to serve the research purposes, but they do not seem so useful to the child.

However, our analysis of the data allows insights as to how to sharpen the vague notion of
cognitive complexity. We implicitly recognized two of its dimensions: conceptual and processing
factors. For one, we assumed different degrees of conceptual complexity on the basis of at least the
following: a) whether the elements coded, e.g. targets/locations, entities and their motion are
perceptually concrete or abstract (and metaphorically construed), b) whether such elements are
physical activities (as in Recipient uses) or psychological states as well (as in Beneficiary/Maleficiary
uses), c) whether the motion involved is not simply abstract but also fictive motion of the speakers
rather than of external entities. In line with previous research, we also recognized two types of
metaphors, i.e. extensions of the allative and the locative, as well as the role of metonymy (as in the
case of non-literal motion/location). In fact, all metaphoric uses in our data are extensions of the
allative, with some additionally being extensions of the locative. Moreover, developmentally uses
involving only allative metaphors are earlier and more frequent than those involving locative
metaphors as well. This may strengthen previous claims that metaphors of motion are more
accessible relative to those of static spaces (see Selimis and Katis 2006 on metaphors construing
time as a moving entity relative to a static space in child narratives). The relatively early emergence
of abstract allatives and their pervasiveness, as opposed to locatives, also suggests the centrality
and robustness of this meaning in the polysemous category of se. We also recognized degrees of
metaphoric construal, with the Recipient use being the least abstract and more directly derived from
the spatial allative, but other Social Target uses being extensions of the Recipient. Finally, we spoke
indirectly of cognitive processing, more particularly of how easily or not we can derive the meaning
of a construction. More particularly, interpretations of Beneficiary/Maleficiary constructions seem
demanding, as they are largely contextually based and not simply a function of the verb’s argument
structure. We further suggest that inferences are easier with the metonymic abstract locatives, where
missing elements are strongly implied given abundant transactions with technological tools like
telephones in modern societies.

We end with some thoughts on what our data suggest regarding the historical development of
se’s polysemy. For one, our analyses of the constructional and pragmatic/discourse contexts of se
allows assumptions as to what may have motivated the conventionalization of certain constructions
in contemporary Greek. The metonymic abstract locatives may have resulted from repeated
experiences with and talk about technological tools in modern societies (as opposed to pre-
technological ones). We also found the more frequent of the Beneficiary/Maleficiary constructions,
those with the neutral verb kano “do”, often in pragmatic acts of scolding. This may explain why they
seem to have become conventionalized in adult discourse as malefactive. Secondly, we found
discordances between ontogenetic and historical development. This is most obvious with the
Recipient: while a late historical addition to the functions of eis, once incorporated into the allative
marker in the input language, it may be expected to be the most frequent and earliest function for
the child since transferring objects is a typical daily activity. Such discordances are only to be
expected, given various determinants of development, which may moreover interact in complex
ways. More generally, such interaction leaves the path of development less predetermined than
originally thought (see e.g. Sweetser 1992) in both acquisition and history (in accord with claims e.g.
by Rice 2003 and Rice and Kabata 2007). It thus also suggests divergences (even if small) in the
structure of polysemous categories, like se in this case, between adult and child language.
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ABSTRACT

H peAéTn Twv eAANVIKWV TPIBOUEVWV NXWV ATTOTEAEI pia TTEPIOX TTOU Oev EXEl MEAETNOEI
I01aiTeEpa a1rd TOUG epeuvnTéG. Méxpl Twpa n €peuva €xXEl ETTIKEVTPWOEI Kupiwg OTIG XPOVIKEG
TTOPAPETPOUG, TNV WEAETN TOU [S] Kal TV TTapaywyn TpIBouevwy attd evAAikeg opiAnTéG (Fourakis
1986; Nicolaidis 2002; Nirgianaki, Chaida & Fourakis 2009; Nirgianaki 2014; Panagopoulos 1991),
OAAG Oev €xel yivel OXETIKA €pguva OTIG TTAPAYWYES TTAIBIWY. H TTapoloa EAETN ETTIKEVTPWVETAI OTN
ouUyKpIon TNG TTapaywyng TpIROPevwyY atrd Taudid Kal eVAAIKEG Kal Twv dU0 @UAwV. ZUVOAIKE, 60
OMIANTEG NXoypaeriBnkav, 20 eviAikeg avTpeg kal 20 yuvaikeg, nAikiag 18-50 etwv kal 20 maudid, 10
ayopia kal 10 kopitola, nAikiag 8-10 e1wv. O1 oIANTEG NXOYPAPABNKaY KATd TNV TTapaywyr piag
@PACNG TTOU TTEPIEiIXE Wia TTpaypaTIKh SICUAAARN ZPZD AEEn, étrou 1o 21 Tav TpIRGPEVO. OAol ol
mMOavoi cuvouaCHOoi TPIBOUEVWV-QWVNEVTWY NXOYPaPRonkav o€ TOVIOPEVEG Kal AToveg OUANQRBEG.
216X0G TNG TTapoUCag pyaaiag eival n TEPIYPAPL Kal GUYKPION TWV OKOUCTIKWY XOPAKTNPIOTIKWV
TWV EAANVIKWYV TPIBOUEVWY TTOU TTapAyovTal aTtd eVNAIKEG Kal TTAIdIA Kl TwV OUO QUAWV.

Aégeig KA&1d1d: eAANVIKA TpIBOUEVA, BIagopEG @UAOU-NAIKIOG

1. INTRODUCTION

Fricative sounds are produced when a turbulent airstream comes out of the vocal tract (Shadle
2010), while turbulence in the airstream is created when two articulators approach each other
causing an obstruction in the airflow (Shadle 1990). Fricatives are characterized by a large degree
of inter- and intra-speaker variation (Shadle 2012; Nartey 1982).

Researchers studying fricative acoustic characteristics, focus mainly on the study of their
local and global acoustic cues. In the current study, the local properties of spectral peak location,
first four spectral moments (centre of gravity, standard deviation, skewness and kurtosis), and
fricative duration have been examined. The first moment, spectral mean, refers to the average
energy concentration. The second, spectral variance, refers to the range of energy concentration.
Skewness (the third moment) indicates symmetry or asymmetry of energy distribution and kurtosis
indicates the peakedness of distribution. The study of spectral peak location and the first four
spectral moments has been employed by many researchers targeting to discriminate the
characteristics of different fricative places of articulation (e.g. Forrest, Weismer, Milenkovic, &
Dougall 1988; Jongman, Wayland, & Wong 2000). Speaker gender (e.g. Hughes & Halle 1956) and
age (e.g. Fox & Nissen 2003) have been found to cause fricative variation, even though researchers
do not always agree on the extent to which this happens.

The study of Greek fricatives is interesting for a variety of reasons, as it is an area that not
many researchers have dealt with (e.g. Themistocleous, Savva and Aristodemou 2016; Nirgianaki
2014). Greek fricatives are produced in many different places of articulation, a fact that can
contribute to the cross-linguistic study of fricative production. Acoustic analyses of child fricative
productions, just like child speech in general, is also an area neglected by researchers. The current
study can provide a documentation of Greek fricative characteristics uttered by children and adults,
while the current data and findings could be employed by speech scientists for the creation of speech
software.
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2. METHODOLOGY
2.1 Participants

Sixty speakers, 20 males, 20 females, 10 boys and 10 girls participated in the research that
was conducted for the project “SpeakGreek” (http://speakgreek.web.auth.gr/wp/language/en/). The
age of the adults was between 18 and 50 years old and children participants were aged between 8
and 10 years old. The adults were equally divided into three age subgroups, 18-30, 30-40 and 40-
50 years old. They all were native speakers of Greek, coming from different areas of Greece, while
no regional accent could be detected in their speech. All of them, or the parents of the children who
participated in the study, signed a consent form and were informed that their recording would be
anonymously used for academic research only, as well as that they could withdraw at any point.

2.2 Speech Material

The corpus comprised the eight Greek fricatives, /f/, Ivl, 18/, 18/, Isl, Iz/, Ix/, Iyl and the two
fricative allophones [¢], [j]. Each phoneme was recorded in the carrier phrase /'leje ...... pa'du/ (“Say
.... everywhere”) in word initial position, combined with the five vowels /i/, /e/, /al, /o/, /u/, in both
stressed and unstressed syllables (e.g. /'dese/, /'zisi/). The fricatives /x/ and /y/ were followed by
the vowels /a/, /o/ and /u/, while their allophones [¢] and [j] were followed by the vowels /i/ and /e/.
Mainly two-syllable real words were employed, but if this was not possible, three-syllable real word